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Abstract 

The production cross section times decay branching ratio for W + 7 and 2 + 7 have been measured in 
fi = 1.8 TeV p- p collisions. Both inclusive electron and muon W and 2 decay data samples obtained from 
the CDF 1988-89 Tevatron collider run were used. For photons in the central pseudorapidity region of the 
CDF detector (1~~1 < 1.1) with transverse energies IL?; > 5.0 GeV and lepton-photon angular separation 

ARL, > 0.7, we observe 8 (5) electron (muon) W7 candidates and 2 (2) electron (muon) 27 candidates. The 
extracted numbers u. B( Wy) and cr. B(Z7) for the electron, muon and e + p combined samples are in good 
agreement with Standard Model predictions. The cross section ratios WY/W, 27/Z and Wy/Zy, combined 
with previous CDF measurements of the W/Z cross section ratio provide new tests of the Standard Model. 
The absence of an excess of events with photons accompanying the production of W and 2 bosons is used to 
extract direct limits on WW7, 227 and 277 anomalous couplings. The implications of tree-level S-matrix 
unitarity on our experimental limits and sensitivity to W (2) form factor scales Aw (A,) are discussed. 
The limits on WW7 anomalous couplings place bounds on the W boson higher-order electromagnetic mo- 
ments and mean-squared charge radius. The limits on 227 anomalous couplings place bounds on the ZZ7 
transition moments of the Z boson. 

PACS numbers: 14.80.Er, 12.10.Dm, 12.50.Fk, 13.38+c 
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1 INTRODUCTION 

The Standard Model (SM) of electroweak interactions unifies the electromagnetic and weak inter- 
actions into a single interaction described by the gauge group 5’U(2)~ @I U(I)r [l]. The W* vector 
bosons mediate the charged weak currents [2]; the 2’ and the 7 vector bosons mediate the neutral 
currents [l]. The measurement of W *, Z” and Drell-Yan production cross sections and W and 2 
leptonic decay properties in 4 = 1.8 TeV p-p collisions test the strength and the nature of these 
gauge boson couplings to fermions (the quarks and leptons) in the region of the W and 2 boson 
mass scales. 

In the context of the SM, the W, Z and 7 are viewed as fundamental gauge particles. The 
experimental measurement of W + 7 and 2 + 7 di-boson production cross sections and final- 
state decay kinematics provide tests of the SM predictions of the strength and nature of tri-1inea.r 
gauge boson couplings between these particles and also yields information on static (transition) 
electromagnetic multipole moments of the W (2) bosons, respectively [3, 41. Large anomalous 
WW7, 227 and/or 277 couplings (>> cr = e2/4n) may be realized in nature only if the W and 
2 are composite and have an internal structure. In such a scenario, the W and 2 would then 
be viewed as bound states of as-yet unknown particles, mediating the weak interactions in a role 
similar to that of rho mesons as mediators of the nuclear forces at low energy. Composite models 
of the W and 2 bosons with large values of anomalous couplings predict cross sections for W + y 
and 2 + 7 production well above those expected in the Standard Model [4, 51. 

The inclusive electron and muon W and 2 data samples obtained from the CDF 1988-89 collider 
run are used as a starting point for this analysis, since the Wy and 27 events of interest are a 
subset of inclusive W and 2 boson production. The inclusive W and 2 data samples have been 
previously used for measurements of the inclusive W and 2 cross sections in the electron and muon 
channels [6] and the W/Z cross section ratios (71. In this analysis, we use the same W and 2 
event-selection criteria for defining the W and 2 bosons in the Wy and 27 event sub-samples, but 
additionally require the presence of an isolated, hard central photon accompanying the W or 2 
boson in each event [8]. 

One of the hallmarks of the Standard Model is the universal coupling of gauge bosons to 
fermions [I], lepton universality in the electroweak interactions. This is now well-tested at the W 
and 2 mass scales [9]. It should also be obeyed in the leptonic decay channels for the IY7 and 
27 processes. A comparison of c7 . B(W f 7) and d . B(Z + 7) in the electron and muon decay 
channels provides a cross-check. A comparison of the results for Wy with those for 27 provides a 
consistency check in the search for possible anomalous couplings. 

The small integrated luminosity presently available for studying Wy and 27 processes implies 
limited statistical precision. Combining the individual electron and muon W7 and 27 cross section 
results provides enhanced statistical accuracy. The detailed analysis presented here provides the 
foundation for more precise future measurements with larger integrated luminosity. 

The organization of this paper is as follows. The theory of W7 and 27 production in the 
context of the Standard Model, anomalous couplings and associated phenomenological implications 
is discussed in Section 2. The CDF detector and data collection are described in Section 3. The 
selection of the electron and muon Wy and 27 data samples is discussed in Section 4. The details of 
the determination of u. B( W + 7) an d (T. B(Z+ 7) in the electron and muon channels are described 
in Section 5. The results on three new cross section ratios, R(Wy/W)e, R(Zy/Z)c, R(Wy/Zy)t 
and the inclusive W/Z cross section ratio, R(W/Z) e are presented in Section 6. Finally, in Section 

3 



7, direct limits on WWy, 227 and 277 anomalous couplings are presented. For Wy, the limils 
on WW7 anomalous couplings are related to bounds on the higher-order electromagnetic moments 
and mean squared charge radius of the W boson. For Zy, the limits on ZZy anomalous couplings 
are related to bounds on the transition moments of the Z boson. The implications of tree-level 
S-matrix unitarity on our experimental limits and sensitivity to W (Z) form factor (compositeness) 
scales, hw (AZ) respectively are also discussed. All experimental results are summarized in Section 
8. 

2 THEORY OF Wy AND Zy PRODUCTION 

2.1 T/V-y Production 

The tree-level Feynman diagrams for Wy production and decay are shown in Figs. la - Id. The 
process of greatest interest here is the s-channel tri-linear gauge coupling diagram, Fig. lc. Wy 
events with different kinematics are produced in processes represented by Figs. la, lb and Id. 
The Feynman diagrams shown in Figs. la and lb for the ‘II- and t-channel processes are associ- 
ated with initial-state radiation off of the incoming quark lines. The process shown in Fig. Id is 
known as radiative W decay due to final state/inner bremsstrahlung. The amplitudes for each of 
these processes must be summed coherently in order to produce a matrix element which preserves 
electromagnetic gauge invariance [lo]. 

For WW7 anomalous couplings, the most general effective Lagrangian compatible with Lorentz 
invariance and electromagnetic gauge invariance for the tree-level processes shown in Figs. la - Id 
is given by [lo, 111: 

-cww-, = -ie W~,WpAY - Wj A,W@” 

fkf w,t WvF’PV + -WjpW;F’Y’ 
if 

M;4, 1 (1) 

where e is the charge of the proton, Ati and WJ’ are the photon and W- fields, respectively and 

w,, = a,w, - a,w, (2) 

r;;, = &A, - &A, (3) 

FLv = &,aF’u (4) 

and Mw is the W mass. The photon is taken to be on-shell and both the virtual and on-shell W 
couple to essentially massless fermions allowing aDWfi = 0. 
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The nature of the WW7 vertex for q q’ + W*y can also be equivalently described in terms of 
the WW7 vertex function, which is given by [12] 

rap%, 42, p> = 7; (2 t Aq)(qI - qdpgQP 
1 

* + & (q1 - q$pg”fl- 2PaP@) 

- 4 P4gfia + 2 (2 + AK, + X,) PagLlp 

+ 2 (kj t Jj) Popq2p 

if 
+ z (crl - q2)~@P0Pp (ql - q&] (5) 

Here P (ql) are the four momenta of the incoming (outgoing) W boson (Lorentz indices p and cr 
respectively), and 42 is the four momentum of the final state on-shell photon (Lorentz index p). 
The tree-level Standard Model predictions for the values of the momentum-dependent form factors 
are A&f = of - 1 = Xf = Cj = ir = 0. The form factors a! = AK;!, Xf, kf, and i, are assumed 
to be of the generalized dipole form [lo]: 

a,(P2 = i, q; = M&, q; = 0) = 
(1 t ;;*gn (6) 

where the dimensionless anomalous couplings ao = AK = K - 1, X, k, or x, with tree-level Standard 
Model values of AK = X = k = i = 0. 
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A) u-channel B) t-channel 
9 W 

C) s-channel 

Y 

W 

D) Inner Bremsstrahlung 

Figure 1: Tree-level W + 7 Feynman diagrams. (A) u-channel W + 7 initial-state bremsstrahlung 
diagram. (B) t-channel W + 7 initial-state bremsstrahlung diagram. (C) s-channel W + y 
diagram. (D) final-state inner bremsstrahlung diagram. 
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The anomalous contributions to the Wy helicity amplitudes grow like &/lVfw for AK, E and 
(&/AcI~)~ for X, i. Th e f orm factor scale Aw represents the scale at which new physics becomes 
important in the weak boson sector, due to a composite structure of the W boson. The choice of 
the exponent n. = 2 guarantees that unitarity is preserved. If the exponent is sufficiently above the 
minimum value of l/2 (1) for Alcf, %j (X,, if) then one ensures that Wy production is suppressed 
at energies 6 >> AW >> Mw, where multiple weak boson or resonance phenomena are expected 
to dominate [ll]. The behavior of the form factors (equation 6) is such that they stay essentially 
constant for d << A2, and start to decrease only when the scale Aw is reached (or surpassed), in 
analogy to the behavior associated with the well-known nucleon form factors. 

In the static limit (photon energy -+ 0), the anomalous couplings, which are relativistic quan- 
tities, are related to the higher-order classical electromagnetic moments of the W boson - the 
magnetic dipole moment /.Lw, electric quadrupole moment Qew, electric dipole moment dw, mag- 
netic quadrupole moment QF and the mean-squared charge radius, < R2, > (with ti = c = 1) 
via: 

pw = $$tAntA) 

Qew = -$(l+ AK. - X) 

dw = &(” t X) 

Qm, = -&k - ii) 

(7) 

(8) 

CR&> = &(‘tAd) 

The sign associated with each of these quantities indicates their orientation relative to the spin 
direction of the W+ boson. Note that for an arbitrary spin-S particle, 25’ + 1 CP-conserving 
electromagnetic moments are allowed [13]. Thus, the electrically charged IV* vector boson is 
expected to have both a magnetic dipole moment andan electric quadrupole moment in the Standard 
Model [14]. The W electric dipole and magnetic quadrupole moments (the terms in the effective 
Lagrangian involving the k and i parameters) are P-odd and violate CP (i.e. violate 7). All four 
anomalous couplings are C-even. Note also that within the context of the Standard Model, only 
the CP-conserving parameters AK. and X are expected to receive small, non-zero contributions at 
the one-loop level, of order cx [lo, 111. 

Although all Feynman diagrams must be summed coherently, there are certain kinematic regions 
in which a subset of these diagrams provides most of the “interesting” signal. For the initial-state 
radiation processes, the radiation is sharply peaked in angle along the incident quark/anti-quark 
directions. The vast majority of photons from final-state radiative W decay are co-linear with the 
decay lepton. Both initial and final state radiation distributions are also sharply peaked at low 
photon energy, as are the contributions from the WW~ vertex graphs. However, in contrast to 
radiative W decay, the photons from W + y production tend to be emitted at large angles with 
respect to the W decay lepton and the invariant mass of the W + 7 system also tends to be greater 
than the W boson mass. Additional details are described in Appendix A. 
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2.2 Zy Production 

The tree-level Feynman diagrams for 27 production and decay are shown in Figs. 2a - 2d. Since 
the 2’ boson, like the photon, is a Ma.jorana particle (i.e. is its own anti-particle) it ca.nnot have 
any static electromagnetic multipole momeuts. Bence, the SM of clectroweak interactions predicts 
no 227 (and also no 277) tri-linear gauge couplings at the tree-level. The Feynman diagrams 
for SM 27 production are shown in Figs. 2a - 2c, corresponding to initial state a,nd final st,ate 
radiation (inner bremsstrahlung). The non-SM Feynman diagram for 227 and Zyy anomalous 
couplings is shown in Fig. 2d. In addition, because of Bose symmetry and energy conservation, at 
least one of the 2 bosons (photons) must be off-shell for non-zero 227 (277) anomalous couplings, 
respectively. The SM diagrams for initial and final-state radiation for Zy produce photons sharply 
peaked in angles about the beam and decay lepton directions, respectively. 

Electromagnetic gauge invariance and Lorentz invariance allow four different anoma.lous cou- 
plings. The most general anomalous ZyZ vertex function is given by [15] 

ryg&l1, Q2, P) = 

h2z 
t -@Pa (P * qzg@ - qp) 

t h;P°CP qzp t h,Zp~@appq20 
JG 1 (12) 

where Mz is the 2 boson mass, P and q1 are the incoming and outgoing 2 boson four-momenta 
(Lorentz indices p and a respectively), and q2 is the four-momentum of the outgoing (on-shell) 
photon (Lorentz index 0). The most general anomalous 277 vertex function can be obtained from 
the 27.2 vertex function by replacing 

(‘Gf) + (5) and hf -+ hl, i=l-4. (13) 

The overall 227 and 277 coupling strengths gzz7 and gzr, are chosen to be e, where e is 
the proton charge. The factor of P2 - qi in the 272 vertex function is a consequence of Bose 
symmetry, whereas the factor of P2 in the 277 vertex function is a consequence of electromagnetic 
gauge invariance; note that the 277 vertex function vanishes identically if both photons arc on- 
shell [16]. 

The form factors hY (V = 2, 7, i = 1 - 4) are dimensionless functions of qz, qz and P2. As 
in the case for the form factors associated with the WW7 vertex function, the values of h” at low 
energies are constrained by S-matrix unitarity [17]. The 2 t 7 f orm factors h” are assumed to be 
of the generalized dipole form [17]: 

h;(p2 = 1, q; = hi;, q; = 0) = (14) 
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A) u-channel B) t-channel 

C) Inner Bremsstrahlung 

D) s-channel 

Y 

Z 

Figure 2: Tree-level 2 + 7 Feynman diagrams. (A) u-channel 2 + 7 initial-state bremsstrahlung 
diagram. (B) t- h c annel 2 t 7 initial-state bremsstrahlung diagram. (C) final-state inner 
bremsstrahlung diagram. (D) non-SM s-channel 2 + y diagram. 
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The anomalous contributions to the 27 helicity amplitudes grow like (&/Mz)~ for 11K3 and 
( &/Mz)~ for hx4. We shall assume that ?z = 3 for hr3 and n = 4 for h&. These choices guarantee 
that unitarity is preserved and that terms proportional to h&,,, have the same high energy behavior 
as those proportional to hue,,,. If these exponents are sufficiently above their minimum values of 

312 for I%[3 and 5/2 for h& then 27 production is suppressed at energies fi >> AZ >> Mz, 
where multiple weak boson or resonance phenomena are expected lo dominate [l?‘]. 

Note that all anoma.lous couplings are C-odd. The couplings /& and h& are W-conserving, 
whereas hyc and II&, violate CP (i.e. violate 7). Within the context of the Standard Model, at 
the tree-level all couplings I$, vanish. IIowever, at the one-loop level, only the CT-conserving 
couplings h& and 11:~ are non-zero. However, as in the case of the one-loop SM corrections to the 
CP-conserving I/VW7 couplings, the higher-order SM contributions to 2 + 7 are also expected 
to be quite small, e.g. h& N 2 x lo-” [18]. Large anomalous contributions to the AK and X 
parameters for W7, and to h& and h& for 27 are possible if the W and 2 bosons are composite 
objects. This is analogous to the anomalous contributions to the magnetic dipole moments of the 
proton and neutron, where AK, = i-1.80 and AK, = -1.91 originate from quark sub-structure of 
the nucleon. 

Combinations of h& and It& correspond to electric dipole and magnetic quadrupole 2rnnsitiotz 
moments for the 272 process, whereas combinations of h& and hf,, correspond to magnetic dipole 
and electric quadrupole trcznsi2ion moments. For the case of the transition of an off-shell Z* with 
mass a radiating to an on-shell 2 and a 7 with energy k, the C’P-conserving electric dipole (El) 
and magnetic quadrupole (1V2) 2’27 transitions, and the U-violating magnetic dipole (fill) 
and electric quadrupole (E2) 2’27 transitions, with Ic << MZ are given by [19]: 

El = 2e k k2 
MpfZJi 

(h& - h&) + C?(k4) terms 

M2 = gk’fi Wit,> + O(k3) terms 

Ml = 2e k k2 
M; MZ z 

(h&, - h&) + U( k”) terms 

(15) 

w 

(17) 

E2 = 2’:’ J- 2 w3 + (3(k3) terms (18) 

Note that the non-relativistic Z*Zy transition multipoles have high powers in k because these 
moments are for a neutral, spin-l Majorana particle. One power of k is associated with the Bose 
pre-factor in the 227 vertex function. 

The expressions for the 2’27 transition moments, in the static limit (k -+ 0) are defined with 
the convention [20]: 

El - -2k dZ, E2 z Lk’Q’z, 
fi 

(19) 

Ml G -2k PZ, 
M2 = fi 

Ik’Q’&. (20) 

The CP-conserving electric dipole and ma.gnetic quadrupole transition moments, dz, and Q!&., 
and the V-violating magnetic dipole and electric quadrupole transition moments, /L.z-~ and Q&,, 
to leading order in k (with Tt = c = 1) are given by [19]: 
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e 1 k2 
dZT = ---- 

MZJZMZ ( 161 - f&) (21) 

(22) 

Because the 2 has no static multipole moments (due to the Majorana nature of the 2) it has no 
classical equivalent of the charge radius, in contrast to the W. Note also that for 277 anomalous 
couplings, the multipole transitions/transition moments for the 7*27 case are not physica.lly well- 
defined in the static limit (k --f 0) since the 7’ is (very) far off shell [19]. 

As in the W7 case, non-standard 227 and 277 couplings include momentum-dependent form 
factors which must vanish at large momentum transfer in order to guarantee that S-matrix uni- 
tarity is not violated [21]. L’ lmits on the 2 anomalous couplings extracted from experimental data 
therefore depend on the form factor scale AZ which characterizes the energy above which the form 
factor starts to decrease. The scale AZ is generally assumed to be connected to some novel interac- 
tions operative at energies z AZ, and is expected to be at least of order of a few hundred GeV. For 
p-p interactions at fi = 1.8 TeV, the dependence of the limits for WW7 anomalous couplings on 
the scale Aw is small, The dependence on AZ is much stronger for ZZy/Zyy anomalous couplings. 

As described in Appendix A, the destructive interference between the s-channel diagrams 
involving the WW7 vertex and the u- and t-channel graphs for the SM Wy process results in the 
radiation amplitude zero. However, no such destructive interference effects are present for the SM 
27 process. The ratio of the observed Wy/Zy cross section x branching ratios is expected to be N 4 
whereas the ratio of the inclusive W/Z cross section x branching ratios is expected to be w 11 for 
our choice of W7/27 event selection cuts. For WW7 and ZZy/Zyy anomalous couplings, the Wy 
and 27 cross sections are approximately quadratically dependent on the anomalous parameters. 
The minimum of the W t 7 cross section does not occur at the SM values of W-conserving WW7 

anomalous couplings, AK and A due to interference effects and the different b-dependencies of the 
various anomalous’terms in the overall invariant amplitude Mwy. This is also true for the 2 + 7 
case. 

3 DETECTOR AND DATA COLLECTION 

3.1 Introduction 

The Tevatron p-p collider at Fermilab operated at a center of mass energy of 1.8 TeV and a nominal 
luminosity of 1030cm-2sec- ’ during the 1988-89 run. The Collider Detector at Fermilab (CDF) is a 
multi-component, 5000-ton detector that covers most of 4n solid angle [22]. A cut-away view of the 
CDF detector is shown in Fig. 3. The CDF coordinate system defines the positive t axis along the 
direction travelled by protons. The y axis is vertically upward and the z axis is radially outward 
from the center of the Tevatron ring. The angles 8 and C#I are the polar and azimuthal angles; the 
pseudorapidity variable 17 = - ln(tan0/2). The superconducting solenoid provides a magnetic field 
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of 1.4116 T for magnetic analysis of charged particles in the central (7 < 1.1) region. Calorimeter 
coverage extends to within 2.0” of the beam (171 < 4.2). 

The components of the CDF detector of most interest for this analysis are the beam-beam coun- 
ters, the central tracking system, the central, plug and forward calorimeters, and the central muon 
system. The beam-beam counters (BBC) are a plane of scintillation counters located immediately 
in front of the forward/backward calorimeters at a distance of 5.8 m from the nominal interaction 
point and covering the beam-fragmentation region in the pseudo-rapidity range 3.2 < ]?I] < 5.9. 
These counters provide a minimum-bias trigger for the detector and are also used as the primary 
luminosity monitor for CDF. The minimum-bias BBC trigger requires at least one counter in each 
plane to fire within a 15 ns window centered on the beam crossing time. 

3.2 Tracking Detectors 

The CDF central tracking system is composed of a vertex time projection chamber system [23] 
(VTPC) located immediately outside the beam pipe and large volume central tracking chamber [24] 
(CTC) contained within the uniform magnetic field region of the solenoid. The VTPC is used 
to establish the position of the interaction vertex with an rms resolution of lmm in the beam 
(z) direction and to provide tracking information in the region 17) 5 3.5. Sense wires provide 
measurements of track coordinates in the T - I view, cathode pads and small-angle stereo provide 
measurements in r - 4. The central tracking chamber encloses the VTPC and gives precise track 
momentum and charge-sign measurements in the region 1711 < 1.1. The CTC is a 3.2 m long 
cylindrical drift chamber with an outer radius of 1.3 m, consisting of 84 layers of sense wires, 
grouped into nine alternating axial and stereo superlayers. Five axial superlayers consist of 12 
sense wires; four stereo layers have 6 sense wires, tilted at f3” relative to the beam direction. The 
rms momentum resolution of the CTC is 6p~/p~ = 0.002Op~ (pi in GeV/c) for isolated tracks. 
Imposing the constraint that individual tracks originate from the interaction vertex extends the 
effective track-fitting region from 1.0 to 1.3 m, resulting in an improved momentum resolution of 
6p~/p~ = 0.OOllp~. 

3.3 Calorimeters 

The calorimeters have fine segmentation in eta-phi and are organized into projective towers pointing 
towards the interaction region. The calorimeters cover all of phi, and extend to 171 < 4.2. Each 
calorimeter tower consists of an electromagnetic shower counter in front of a hadronic calorimeter 
element. In the central region (171 < 1.1) the calorimeters are scintillator-based, while the plug 
and forward calorimeters are gas-based, using proportional tubes and cathode pad readouts. The 
calorimeters are used to identify electrons and photons by their local kinetic energy deposition in the 
EM portion of the calorimeter, and to augment muon identification by detection of their minimum 
ionizing energy deposition signature in the calorimeter. Photons are distinquished from electrons 
by energy deposition in the EM portion of the calorimeter where no track is incident. The central 
calorimeter is composed of 15’ wedges in #, with a projective tower size of 0.1 x 15’ in 77 x 4. The 
central electromagnetic calorimeter [25] (CEM) is 18 radiation lengths (0.6 absorption lengths) thick 
and consists of lead sheets interspersed with polystyrene scintillator, read out through wavelength 
shifters coupled via light-guides to conventional photomultiplier tubes. The CEM calorimeter has 
an energy resolution of 6E/E = 13.5%/G $ 2% (E in GeV), where ET (in GeV) is the 
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transverse energy and the symbol $ signifies that the constant term is added in quadrature with 
the stochastic term. 

The central electromagnetic strip chambers [22] (CES) are used to determine shower position 
and transverse development of an electromagnetic shower at shower maximum (- 6.3 radiation 
lengths) by measurement of the charge deposition on orthogonal, fine-grained (1.5 cm spacing) 
strips and wires. In this analysis, the central strip chamber information is used for electron/photon 
transverse shower profile information, and also to separate single photons from multi-photon QCD 
jet background. The CES chambers provide precise location of an electromagnetic shower, with an 
rms accuracy of N 3.0 mm in T - z and N 1.7 mm in T - 4. Figure 4 is a schematic drawing of a 
central calorimeter wedge. Figure 5 shows the orientation of the cathode strips and anode wires in 
the CES. 

The central hadronic calorimeter [26] (CHA) consists of steel absorber interspersed with acrylic 
scintillator, totalling 4.5 absorption lengths. 
&E/E = 75%/e $ 3% for isolated pions. 

The CHA calorimeter has an energy resolution of 

The plug electromagnetic calorimeter [27] (PEM) is divided into quadrants. It is constructed 
from lead absorber panels interspersed with gas proportional chambers with cathode pad readout 
(18-21 radiation lengths in depth, corresponding to 0.6-0.7 absorption lengths). The PEM has 
an energy resolution of 6E/E = 28%6/a $ 2% (E in GeV) and a tower size of 0.09 x 5” in 
77 x 4. Shower positions are determined from 8 and 4 pad information, with a spatial resolution of 
2mmx2mm. 

The forward electromagnetic calorimeter [28] (FEM) is also constructed from lead absorber 
panels interspersed with gas proportional wire chambers and cathode pad readout (25 radiation 
lengths in depth, corresponding to 0.8 absorption lengths). The FEM has an energy resolution of 
SE/E = 25%/a $ 2% (E in GeV) and a tower size of 0.1 x 5” in 77 x 4. Shower positions are 
determined from 6 and c$ pad information, with a spatial resolution of 1 - 4 mm depending on the 
shower location in the calorimeter. 

The plug [29] (PHA) and f orward [30] (FHA) hadronic calorimeters are constructed from steel 
absorbers interspersed with gas proportional chambers as the active medium. The PHA is 5.7 
absorption lengths thick and has an energy resolution of 6E/E = 90%/a $ 4% for isolated pions. 
The FHA is 7.7 absorption lengths thick and has an energy resolution of 6E/E = 130%/a $ 4% 
for isolated pions. 

3.4 Muon Detectors 

The central muon chambers [31] (CMU) consist of drift chamber modules located behind approx- 
imately 5 hadronic absorption lengths of lead and steel in the central calorimeters at a radius of 
3.5 m. Four layers of drift cells in a muon chamber provide three-dimensional reconstruction of 
tracks from drift-time information in the transverse (T - 4) d irection and charge division informa- 
tion in the longitudinal (r-z) direction. A drift resolution of 250 pm and charge division resolution 
of 1.2 mm are determined from cosmic ray studies. Each CMU wedge on either side of 77 = 0 covers 
the region 0.026 < [q) < 0.63 and 15” in 4. 
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Figure 3: Cutaway view of the forward half of the CDF detector. 
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3.5 Triggering 

The p-p interaction rate at the Tevatron collider is lo5 times higher than the capability of the 
CDF data acquisition system. In order to reduce the trigger rate to a level that can be written to 
magnetic tape, a four-level trigger system is used [32]. A description of the triggers relevant to the 
collection of inclusive W and 2 data samples follows. 

The lowest-level triggering scheme (level-O) selects inelastic (minimum bias) p-p collisions by 
requiring an in-time coincidence of the BBC planes on either side of the interaction region. This 
trigger decision is made available in time to inhibit data taking during the next beam crossing, 
3.5 /LS later. 

The level-l trigger decision is made within the 7.0 11s allowed by level-o. If the event fails in 
level-l, the front end electronics are reset in time for the second crossing after the initial level-O 
decision. 

The level-l calorimeter trigger system [32] computes transverse energy flow in both the electro- 
magnetic and hadronic compartments of the calorimeter. Trigger towers have a width of 0.2 x 15* 
in 77 x 4, mapping the detector into two 42 x 24 (7 x 4) arrays, one for electromagnetic, the other 
for hadronic transverse energy deposition. For central electron W/Z candidates, all events are 
required to have at least 6.0 GeV in a single trigger tower (two physical towers) of the central 
electromagnetic calorimeter. 

The level-l central muon trigger [33] uses hits from the central muon TDC’s to identify high-& 
track “stubs” in the muon chambers. This trigger imposes a cut on the time difference It4 - tz] 
or Its - tr] between two radially-aligned wires in a muon tower, where t; is the drift time to the 
Ph wire in a muon tower. This requirement restricts the maximum allowed angle of a track with 
respect to an infinite momentum track emanating from the p-p vertex, and thus enables a PT cut 
on the track. Multiple scattering in the calorimeter upstream of the muon chambers smears the 
trigger threshold in track PT. The central muon W/Z data samples used in this analysis have been 
obtained with a PT threshold of 3.0 GeV/c. Using cosmic rays, the level-l muon trigger efficiency 
is measured to be greater than 90% and independent of PT for tracks with transverse momentum 
greater than 10.0 GeV/c. 

In level-2, two-dimensional tracking information from the central fast tracker [34] (CFT), a 
hardware track processor, is combined with level-l electron and muon information to form level-2 
electron and muon triggers. Fast timing information from the CTC is used to detect high transverse 
momentum tracks in the central region. The track finder analyzes prompt hits from the axial sense 
wires of the CTC to identify tracks by comparing hits in the CTC to predetermined hit patterns 
for the range of transverse momenta allowed by the CFT trigger threshold. The track processor 
covers the PT range from 2.5 to 15.0 GeV/c with a momentum resolution of JPT/PT = 3.5% (PT 
in GeV/c). The list of two-dimensional tracks found by the track processor is used in the CDF 
level-2 trigger system. 

The level-2 central electron trigger combines calorimeter and tracking infomation. A hardware 
cluster finder searches the electromagnetic and hadronic tower arrays, forming clusters around seed 
towers. The level-2 electron trigger requires (a) a cluster transverse electromagnetic energy (EM 
ET) greater than 12.0 GeV (assuming the event vertex to be at 2 = 0), (b) a ratio of the total cluster 
ET to EM ET less than 1.125, and (c) a CFT track associated with the cluster with transverse 
momentum PT > 6.0 GeV/c. The efficiency of the level-2 electron trigger for W electrons is 98%. 

The level-2 central muon trigger [35] matches the list of two-dimensional CFT tracks to stubs 
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found by the level-l muon trigger using look-up tables (which include multiple scattering effects). 
The level-2 muon trigger requires CFT tracks with PT > 6.0 GeV/c. The efficiency of the level-2 
muon trigger for muons with transverse momentum PT > 15.0 GeV/c was 97.0%, independent of 
the track density in the event. 

A level-3 trigger system [36] consists of a “farm” of 60 Motorola 68020 processors. The event 
data, read out from the entire detector after a level-2 trigger accept, is used by level-3. Because 
of constraints on the execution time per event, level-3 trigger algorithms use streamhued versions 
of the complete offline CDF event reconstruction code. The level-3 central electron filter requires 
that the level-2 central electron cluster have EM ET > 12.0 GeV and a two-dimensional track with 
PT > 6.0 GeV/c as reconstructed by level-3 software. The level-3 central muon filter requires that 
a two-dimensional track with PT > 9.0 GeV/c match a level-l central muon trigger stub within a 
5.0” window in q!~, as reconstructed by level-3 software. The efficiency of the level-3 central electron 
and muon triggers above 15.0 GeV is 100%. 

The overall (level-1,2,3) trigger efficiencies for (fiducial) central electrons (muons) associated 
with the inclusive W/Z data samples is 97.3 f 0.5% (91.0 f 0.2%). 

3.6 Data Collection 

The data samples used in this analysis were collected over a la-month period, during which the 
peak machine luminosity increased to over 2 x 103’ cm- 2 s-l . The overall trigger rate was limited to 
1 - 2 Bz by the speed at which data could be transferred to tape. A typical event record contained 
N 120 kbytes of information. 

4 THE ELECTRON AND MUON W + y AND 2 + y DATA 
SAMPLES 

4.1 Introduction 

The inclusive electron and muon data sets used for the Wy and Z+y analysis were used for the 
previous W and 2 absolute production cross section x decay branching ratio measurements [G] 
and the electron and muon W/Z cross section ratios [7]. In the 1988-89 Tevatron collider run, the 
integrated luminosities of high-PT electron and muon data were J &dt = 4.05 f 0.28 pb-’ and 
J C,dt = 3.54 f 0.24 pb-‘, respectively. The uncertainty in each of these integrated luminosities 
is 6.8%, primarily from the uncertainty in the total inelastic p-p cross section as observed by the 
Beam-Beam Counters, ag~c = 46.8 f 3.2 mb [7]. 

4.2 Inclusive Electron W and 2 Event Selection 

The inclusive electron W and 2 samples are extracted from a common central electron sample 
having the following requirements: 

l The event vertex be within ]z,~~] < 60.0 cm of nominal z = 0.0 position. 

l The electron cluster have ]q,] < 1.1, and be within the good fiducial region of the CEM 
calorimeter, as determined from CES shower centroid information. 

l A transverse energy of the central EM cluster of E?uster > 20.0 GeV. 
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l Isolation 1 3 (E~ne_E~uster)/E~uster < 0.1, in an angular cone of size AR = dm = 
0.4 centered on the EM cluster (location defined from CES shower centroid information). 
EC”“” is the sum of the transverse energy in the cone. T 

l A hadron-to-EM energy ratio for the central EM cluster of Had/EM < 0.055 -+- 0.00045 * E, 
where E is the total energy of the EM cluster in GeV. An energy-independent efficiency for 
this cut is obtained using this functional form. 

l A CES strip x~t,i, < 15.0, which is a chi-squared comparison of a fit of the leading CES 
cluster profile in the strip view to test-beam electron shower profiles. 

l Lateral shower-shape chi-squared variable L&r < 0.2, which is a chi-squared comparison of 
the observed CEM lateral shower profile to test-beam electron CEM lateral shower profile 
data. 

l A single, reconstructed three-dimensional track associated with the EM cluster with E/P < 
1.5 which matches the CES shower position to within jAt1 < 3.0 cm and lAr - #I < 1.5 cm. 

A total of 5012 events pass these requirements. 
Electron W candidates are obtained from the common central electron sample by additionally 

requiring ,& > 20 GeV. The W candidates must not be simultaneously consistent with being an 
electron 2 candidate, as defined below. A total of 2664 events pass the electron W requirements. 

Electron 2 candidates are obtained from the common central electron sample by additionally 
requiring a second electromagnetic cluster located in a good fiducial region of either the central, 
plug or forward calorimeters, passing the following selection criteria: 

l A transverse energy of the second EM cluster of Epter > 10 GeV. 

l Isolation I < 0.1, in an angular cone of size AR = 0.4 centered on the EM cluster. 

l A hadron-to-EM energy ratio for the second EM cluster of Had/EM < 0.10. 

l In the central region, a second EM cluster is required to have a single, three-dimensional 
track associated with it, and have E/P < 2.0. 

l In the plug region, a second EM cluster is required to have a lateral shower chi-squared 
variable defined using a 3 x 3 matrix of PEM anode pad information of xzX3 < 20.0, which 
is a chi-squared comparison of the observed lateral shower profile to test-beam lateral shower 
data. The second EM cluster is also required to have a VTPC hit fraction > 0.5, defined as 
the fraction of observed to expected hits within a road defined by the event vertex and the 
centroid of the PEM cluster. 

l A dielectron pair invariant mass between 70 < Me, < 110 GeV/c’. 

A total of 243 events pass the electron 2 requirements. 
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4.3 Inclusive Muon W and 2 Event Selection 

The inclusive muon W and 2 samples are extracted from a common central muon sample having 
the following requirements: 

l The event vertex be within It,tx] < 60.0 cm of nominal z = 0.0 position. 

l A reconstructed central muon with transverse momentum, PT. > 20.0 GeV/c, and in a good 
fiducial region of the central muon system. 

l A match of the extrapolated CTC track to the reconstructed muon “stub” in the muon 
chambers to better than 2 cm in the r - r$ plane. 

l A minimum ionizing signature of less than 2.0 GeV (6.0 GeV) of EM (hadronic) energy 
deposited in the calorimeter towers traversed by the muon. 

l Isolation I s (E$Fe - EG)/ Pg < 0.1, where Eyne is the sum of the transverse energy 
observed in the calorimeter within a cone of AR = 0.4 centered on the muon track, Eg is the 
transverse energy deposited in the calorimeter towers traversed by the muon and P$ is the 
transverse momentum of the muon track. 

l Cosmic ray muons were removed from the sample by using central tracking chamber infor- 
mation to veto events with muon tracks which were inconsistent with coming from the event 
vertex. 

A total of 2011 events pass these requirements. 
Muon W candidates are obtained from the common central muon sample by additionally requir- 

ing missing transverse energy, $T > 20 GeV. The muon W candidates must not be simultaneously 
consistent with being a muon 2 candidate, as defined below. A total of 1436 events pa.ss the central 
muon W requirements. 

Muon 2 candidates are obtained from the common central muon sample by additionally requir- 
ing a second minimum ionizing track passing the following selection criteria: 

l PT > 20.0 GeV/c and ]r],] < 1.0. 

l Opposite charge sign to the first muon. 

l A dimuon pair invariant mass between 65 < M,, < 115 GeV/c2. 

l If the second track is within the fiducial acceptance of the central muon system, we addition- 
ally require that it have a reconstructed muon “stub” in the muon chamber. 

A total of 106 events pass the muon 2 requirements. 

4.4 Electron and Muon Wy and 2-y Event Selection 

All data sets used in this analysis have been processed with a modified EM-clustering algorithm 
to ensure high efficiency for finding photons down to E, ’ = 3.0 GeV. Position-dependent response 
map [37] and energy scale corrections are applied after clustering. A common set of photon identi- 
fication cuts are then applied to each of the four inclusive W/Z data samples to obtain the electron 
and muon Wy and Zy sub-datasets [8]. A central fiducial photon candidate is defined as follows: 
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A cluster of electromagnetic energy deposited in l-3 contiguous towers in a wedge of the CEM 
calorimeter with ET > 5.0 GeV, after position response and CEM energy scale corrections, 
with a seed calorimeter tower energy of ET 2 1.0 GeV. 

A candidate CEM cluster is required to be in a good fiducial region of the central calorimeter, 
as defined by the position determined from CES shower centroid information. 

An angular separation between the W/Z decay lepton(s) and the photon of ARe7 = 
JAq2 + A#2 > 0.7. This cut is designed to suppress the contribution from radiative W/Z 
decay. ARe, = 0.7 corresponds to an opening angle of A+ N 40” in the r - $ plane. 

A calorimeter isolation “ET4” cut, requiring that the excess transverse energy deposited in 
a cone of AR = 0.4 centered on the CEM cluster, but not including the EM cluster energy, 
must be ET4 < 2.0 GeV. 

A tracking isolation “CPT4” cut, requiring that the summed transverse momentum due to 
charged tracks within a cone of AR = 0.4 centered on the CEM cluster must be less than 
CPT4 < 2.0 GeV. The tracks participating in the sum must originate within AZ < 10 cm of 
the event vertex, and be reconstructed in three dimensions. 

An “N3D = 0” cut, requiring no charged tracks pointing at the CEM cluster, originating 
from any vertex. The tracks must be reconstructed in three dimensions. 

A hadron-to-E&f energy ratio for the central EM cluster of Had/EM < 0.055 + 0.00045 + E, 
where E is the total energy of the EM cluster in GeV. 

A lateral shower-shape for the CEM cluster of L&r < 0.5. 

The CES strip and wire chi-squares for the electron shower profiles of the leading cluster in 
each of these views, must be J&;, < 20.0 and xLire < 20.0. 

A “no 2nd CES” cut, requiring that no additional CES strip/wire clusters with ECEs 2nd > 

1.0 GeV be present within the calorimeter towers associated with the CEM cluster. This cut 
is made to further suppress TO and multi-photon QCD jet backgrounds. 

For electron and muon Wy candidates, a cut removing events with additional high-PT tracks is 
made to suppress background from misidentified 2 + 7 events, where one of the 2 decay leptons 
is not detected. This background is discussed in greater detail in Section 5.4.1. A transverse 
mass cut of My > 40 GeV/c2 is also made in the W7 data samples to suppress the high-P? 
component of the (W + r ~~7) + 7, r -+ e iic r+ background. The W transverse mass is defined 

asM,w E J 2P;P? (1 - cos A&,) , where A&fit (! = e, p) is the opening angle between the 
W decay lepton and neutrino in the T - 4 plane. This background is discussed further in Section 
5.4.2. 

A total of 8 (5) electron (muon) Wy candidate events and 2 (2) electron (muon) 27 candidate 
events pass the photon identification requirements. The progression of photon cuts for the electron 
W7 channel is shown in Figs. 6a - 6h and summarized in Table 1 for each of the four channels. 
This Table also summarizes the progression of photon cuts as applied to a non-signal QCD jet 
background data sample, as discussed in detail in Section 5.3. The salient kinematic properties 
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of these events for all four channels are summarized in Tables 2-5. Figures 7 - 10 show some of 
the kinematic properties of electron/muon Wy and Zy candidate event samples, overlaid with SM 
Monte Carlo signal predictions and background expectations for each channel (discussed in greater 
detail in Section 5 below). The cluster transverse mass (also known as the minimum invariant 
mass) of the W t y system is defined as: 

AJ(gg = 
ir( 

Me”y + ,g; + I;g)f + ,p:!,12 - ,6;, + G$ + qfq2Ji 
(25) 

where Me? is the invariant mass of the lepton-photon system. 

Table 1: Summary of electron and muon Wy, Zy candidates and Jet-20 QCD background passing 
successive photon cuts. The entries in the first row of the first four columns are the number of 
inclusive W/Z events; the entries in the other rows of the first four columns are the number of W/Z 
events with fiducial CEM clusters surviving the application of successive photon cuts. In the last 
column, the entry in the first row is the number of central, non-leading jets passing the jet selection 
criteria. The other entries in this column are the number of fiducial CEM clusters surviving the 
application of successive photon cuts. See text for further details. 

Inclusive W/Z or Jet-20 Data Samples 
Pass FidCEM, EG>5.0 GeV, AR!, >0.7 Cuts 
Pass ET4 < 2.0 GeV Cut 
Pass CPT4 < 2.0 GeV Cut 
Pass N3D = 0 Cut 
Pass Had/EM Cut 
Pass L&7 < 0.5 cut 
Pass xJZtrip + xLire Cut 
Pass no 2nd CES > 1 GeV Cut 
Pass no 2nd Isolated Track Cut (Wr only) 

we7 
2664 
107 
28 
16 
13 
13 
13 
13 
9 
8 

WP7 ze7 
1436 243 

54 6 
18 6 
14 2 
13 2 
13 2 
10 2 
8 2 
7 2 
5 - 

z/J7 
106 

7 
3 
2 
2 
2 
2 
2 
2 
- 

11726 
266 
107 
64 
57 
<3 5’ 
42 
32 
20 
- 
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Figure 6: Photon variables as a function of photon cuts, for the electron W7 data sample. (A) ET 
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Table 2: Kinematic Properties of Electron Wy Candidates. 

Run # Event # Es (GeV) Qw (e) My (GeV/c”) MET (GeV/c”) AR,, 
1 16801- 6582 5.17 . -1 68.3 80.5 1.28 
2 16807 - 4706 8.65 t1 63.8 74.0 0.84 
3 17467 - 15981 14.43 -1 59.2 79.1 0.80 
4 17529 - 442 5.04 -1 60.8 68.5 2.01 
5 17886 - 1796 5.04 -1 83.2 88.5 2.53 
6 18720 - 20145 12.29 +1 68.8 96.4 0.76 
7 19430 - 20694 7.44 -1 78.4 86.3 0.87 
8 19882 - 38400 7.04 -t-l 85.6 86.7 1.10 , 

Table 3: Kinematic Properties of Muon Wy Candidates. 

Run # Event # Es (GeV) Qw (e) Mr ( GeV/c2) AI&& ( GeV/c2) AR,? 
1 18435 - 606 7.02 -1 50.5 60.5 0.93 
2 19177 - 8534 14.71 -1 76.2 94.0 1.44 
3 19391 - 43073 20.01 4-l 45.0 63.4 1.06 
4 19629 - 39980 5.22 t1 79.6 85.4 3.15 
5 19932 - 53074 23.58 -1 70.3 106.4 2.22 

Table 4: Kinematic Properties of Electron 27 Candidates. 

Run # Event # Es (GeV) Mete- (GeV/c2) Mzr (GeV/c2) AR, 
1 17025 - 5219 13.47 91.0 104.6 1.50 
2 18170 - 14254 5.44 82.0 88.2 0.88 

Table 5: Kinematic Properties of Muon 27 Candidates. 

Run # Event # Es (GeV) MptM- (GeV/c2) kf,p, ( GeV/c2) AR,, 
1 20361- 6869 6.40 78.5 84.8 0.71 
2 20389 - 23545 7.12 84.0 91.3 1.27 
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5 DETERMINATION OF ad3(W+y) AND d?(Z+y) IN THE 
ELECTRON AND MUON CHANNELS 

5.1 General Methodology 

We compare our results with theoretical expectations using experimental and predicted cross sec- 
tions x branching ratios. The 1%’ f 7 and 2 + 7 cross sections x branching ratios are generically 
given by: 

a.B(Vr +7) = 
J%ig (Ve f 7) ni,b,(ve t 7) - ~nlbk,(ve t 7) 

1 Ledt . (A;, . &) = J Ledt . (A$, . et?) 
Pfi) 

This comparison can also be made using the experimental US. predicted number of signal events, 
since 

N;,(ve + 7) = NdM(ve t 7) - =%y(v, + 7) = u. we t 7) +dt+ (&&) (27) 

where V = W or 2; N.ig(Ve f 7) = h’&(V~ •t 7) - Cn/bk,(Ve + 7) is the number of signal W7 or 
27 events in a particular leptonic decay channel (!J = e or p) and N&(V~ + 7) is the number of 
observed W7 or 27 events in a particular decay channel. The quantity Cn/bk,(Ve + 7) is the sum 
of the number of background events expected in each of the data samples originating from various 
processes capable of mimicking the signal, as defined by our event selection criteria. The integrated 
luminosity factor is JLedt. The product term ( A$? * et?) is the overall acceptance x efficiency 
factor for selecting W7 and 27 events, and is a product of a number of acceptances x efficiency 
factors. The explicit forms of the product term ( A$, . ccl) for each of the electron/muon Wy/Zy 

decay channels are discussed in detail in Appendix B. These expressions are similar to those used 
for earlier determinations of the inclusive W/Z cross section x braaching ratio measurements and 
the W/Z cross section ratio measurements [6, 71, with appropriate modifications to account for the 
presence of the additional photon in Wy/Zy events. 

The kinematic and geometrical acceptances for electron and muon W7 and 27 events were 
obtained from detailed Monte Carlo simulations of these processes. The electron, muon and photon 
efficiencies were determined from p-p, test-beam and cosmic-ray data samples, and were also cross- 
checked with Monte Carlo simulations. The numerical values for each of these individual acceptance 
and efficiency terms for SM electron/muon W7/27 decay channels are summarized in Tables given 
in Appendix B. The numerical values associated with the overall acceptance x efficiency product 
terms for each of the SM electron/muon Wy/Zy decay channels are summarized in Table 6. In 
general, the W (2) acceptance in Wy (27) events tends to be less than that associated with 
inclusive W (2) production, due to the fact that in radiative W (2) decays, the emission of a. hard 
photon in the final-state bremsstrahlung process results in a reduction of the W (2) decay lepton 
PT acceptances, respectively. 

The Baur W7 and 27 Monte Carlo event generators [ll, 171 simulate Born-level production 
and decay kinematics for each of the electron/muon Wy and 27 decay channels. These programs 
generate weighted events using the helicity-amplitude formalism, coherently adding together the 
contributions of the Feynman graphs of Figs. 1 and 2, respectively. The kinematic phase space is 
done using the VEGAS adaptive multi-dimensional integration code [38]. The Wy and 27 MC 
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Table 6: Overall Acceptances x Efficiency Factors for Electron and Muon Wy/Zy. 

Acceptance x Efficiency Factor Electron Muon 

A&J, .4v7 5.0 f 0.2% 3.0 It 0.2% 
e e 

AZ, * 6Z-f 6.0 k 0.3% 3.4 f 0.2% 

programs were modified to use the CERN PDFLIB structure functions [39], and include all parton- 
parton luminosities and (for Wy) Cabibbo-Kobayashi-Maskawa quark-mixing matrix elements [40]. 
We also incorporated tau-lepton decays and PT-boosting of the V+y (V = W, 2) system, according 
to the measured W, 2 &-distributions into these event generator programs (discussed below in 
Section 5.8.1). The results presented in this analysis use HMRS-B structure functions [41], which 
were the “nominal” structure functions used in the determination of the CDF electron and muon W 
and Z cross sections [6] and W/Z cross section ratios [7]. The cross section output from the Wy/Zy 
MC event generators, 0 . B(W/Z + 7)gen includes a “K-factor” of 1 + 1 +s(M;)] 21 1.35, to 
approximate higher-order QCD processes such as q-l-q --f g+V+7 and q+g + q+V+7 [42]. We have 
compared, where possible, the Standard Model results associated with the Wy and 27 Monte Carlo 
event generators with several other Wy and 27 Monte Carlo event generators which do not simulate 
final-state bremsstrahlung, such as VVJET [42], ISAJET [43], PAPAGENO [44], PYTHIA [45] and 
with the CDF radiative W and 2 decay Monte Carlo event generator, WZRAD [46]. The cross 
section results are in good agreement between the various MC event generators, for various regimes 
of comparison. We have also studied the systematic uncertainties associated with the Wy and 
27 MC results, varying the shape of the PT(Ve + 7) distribution, using several different structure 
function (SF) choices and studying the Q2-scale dependence of the calculation (discussed in detail 
in Sections 5.8.1 - 5.8.5 below). 

For a specific choice of anomalous parameters, large samples (> 50011) of Wy and 27 Monte 
Carlo events were generated with loose kinematic and geometrical cuts for leptons and photons. A 
minimum photon transverse energy requirement of Es > 1.0 GeV and a minimum lepton-photon 
angular separation requirement of ARC, > 0.3 were made. Loose kinematic cuts were deliberately 
chosen well below cut thresholds at the event generation stage in order to avoid potential acceptance 
biases due to finite detector resolution and geometrical acceptance effects. 

The four-vector information associated with the final-state particles generated in each W7/Zy 
Monte Carlo event was then input to a “fast” Monte Carlo simulation of the CDF detector, which 
simulated the details of the response of the CDF detector to electrons, muons, photons and ,!!$ 
via parametrization methods. The purposes of the “fast” Wy/Zy Monte Carlo detector simulation 
programs were to (a) determine all kinematic and geometric acceptance factors, (b) obtain predicted 
cross sections u . B(Vc -I- 7)cuts for events passing all of the W-y/27 event selection cuts, and (c) 
obtain predictions for the number of electron and muon W7/27 events, including all relevant 
electron, muon and photon efficiencies. Typically N 50K Monte Carlo events passed all event 
selection cuts after “fast” Monte Carlo detector simulation. The methodology for obtaining the 
Monte Carlo predicted N=-ig(Vl+ 7) and U. B(Ve t 7)cuts from u * B(Vt t Y)~~,., for V = W, 2 and 
! = e, /I is discussed in detail in Appendix C. 

The results of the “fast” Monte Carlo detector simulation were cross-checked with more detailed 
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Monte Carlo simulations which included the QCD evolution and fragmentation of the underlying 
event using the ISAJET [43] Monte Carlo event generator and another, independent and detailed 
CDF detector simulation Monte Carlo program known as &FL. 

5.1.1 W/Z Electron and Muon Efficiency Determination 

Since we use precisely the same event selection cuts for the inclusive W and 2 data samples a,s those 
used in the determination of the inclusive electron and muon W and Z 0 . B cross sections [6] and 
the W/Z cross section ratios [7], the electron and muon efficiencies as determined in these analyses 
are applicable to the present electron and muon Wy and 27 analyses. The individual electron 
and muon efficiencies for the Wy and Zy data samples are discussed further in Appendix B and 
summarized in Tables 30 and 31, as are the overall electron and muon efficiencies for the Wy and 
Zy data samples as summarized in Tables 32 and 33. 

5.1.2 Photon Efficiency Determination 

The overall efficiency for central photons, e&,,, was obtained from the determination of the indi- 
vidual efficiencies associated with each of the above-described CEM photon cuts [8]: 

E7 cem = Eh’2 * &l-4 * %3D ’ c;kd,EM ’ hw ’ ‘;;t,+xz,,, - t”,, 2nd CES * P& * sgg (28) 

The efficiencies of the calorimeter isolation ET4 < 2.0 GeV cut, the tracking isolation CRT4 < 
2.0 GeV cut and the N3D = 0 cut were determined by examining the efficiency for applying these 
cuts in randomly-oriented cones of size AR = 0.4 in the inclusive electron and muon W/Z data 
samples, where the cone axis was required to be more than AR > 0.7 from the W/Z decay lepton(s) 
and to be within good fiducial regions of the central calorimeter, 171 < 1.1. 

The photon efficiencies related to energy sharing and CES shower profile cuts were determined 
from 5 - 50 GeV CEM electron test-beam data. Cross-checks on the determination of individual 
CEM photon efficiencies were obtained from Baur/ISAJET/QFL W7 and 27 MC simulations 
and QFL photon us. electron MC simulations. The efficiencies associated with these studies are 
summarized in Tables 7 - 8. The photon efficiencies obtained from random cone studies in the 
electron and muon inclusive W/Z data samples are in good agreement with one another. The ET4, 
(ET4. CPT4) and (ET4. CPT4. N3D) photon efficiencies as determined from Baur/ISRJET/QFL 
W7 and Zy Monte Carlo simulations are systematically slightly higher than those determined from 
random cone studies using the inclusive W/Z data samples, due to the fact that the underlying 
event in the ISAJET MC simulation carries slightly less transverse energy and total charged track 
PT than that associated with the inclusive W/Z data samples. 

We also carried out random cone studies using minimum bias event data and an inclusive jet 
data sample (see Section 5.3 below) in order to bracket the eztrema of the systematic uncertainties 
associated with the efficiencies for the calorimeter isolation ET4 < 2.0 GeV cut, the tracking 
isolation CPT4 < 2.0 GeV cut and the N3D = 0 cut. The transverse energy llow in minimum 
bias events is on average slightly less than that for inclusive W/Z events, resulting in somewhat 
higher values for these efficiencies. Two random cone studies were done using the inclusive jet data 
sample. The first study (Jet-20a) required random cones to be more than AR > 1.1 away from 
all central jets in the event. The second study (Jet-20b) required random cones to be more than 
AR > 1.1 from the two leading (highest ET) jets in the central region of the event. In this latter 
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study, random cones were therefore allowed to overlap the non-leading (lower ET) jets in the central 
region of the detector, resulting in somewhat lower efficiencies for these three cuts. The last three 
rows of Table 7 summarize these results. 

The efficiencies for the Had/EM, Lshr, X& + x~i, and the no Znd CES cuts as determined 
from 5 - 50 GeV electron test beam data are in good agreement with efficiency results obtained 
from Baur/ISAJET/QFL Wy and 27 Monte Carlo simulations, and with QFL single electron and 
single photon MC simulations. 

Table 9 summarizes the individual CEM photon efficiencies, the photon survival probability 
factor, the correction factor for photon vs. electron EM shower development, and the overall 
CEM photon efficiency (the product of all individual efficiency factors) for the common photon 
selection cuts associated with the electron and muon Wy and 27 data samples. The statistical 
and systematic uncertainties associated with each quantity are also given in this table. The ET4, 
CPT4 and N3D photon efficiencies for the common photon selection were obtained from weighted 
averages of the four individual e/p W + 7 and 2 + 7 random cone results summarized in Table 7. 
The photon efficiencies for the Had/EM, LJhr, X& t xi;, and the no 2nd CES cluster cuts for the 
common photon selection were obtained from weighted averages of the electron test beam results 
summarized in Table 8. 

From CEM energy scale studies associated with the CDF measurement of the W and 2 boson 
masses [47, 481, the photon survival probability factor P& is known from the average amount 
of material associated with the inner central detector, < N’ >= 4.6 f 0.3% of a radiation length, 
xg (corresponding to 3.6 f 0.2% of a conversion length, ~2). The Baur/ISAJET/QFL Wy and 
27 Monte Carlo simulations provide a cross-check on %‘& by determining the fraction of Wy/Zy 
MC events where the photon, had it not converted to an e+e- pair, would have passed all photon 
cuts. The rate of pair conversions determined from Baur/ISAJET/QFL W7/27 MC events was 
4.5 ti 1.2%, in good agreement with the calculation. The difference between the two methods is 
used to define the systematic uncertainty associated with Ph. Another cross-check on P& was 
to explicitly search for isolated 7 + e+e- conversion pairs with ]rly--re+e- ] < 1.1 in each of the four 
data samples. From the observed numbers of events in each of our four data samples, no candidate 
W t (7 -+ e+e-) or 2 + (7 + e+e-) are expected, and none were found. 

The photon us. electron shower development correction factor S,CL’$ was determined by com- 
paring &FL photon vs. electron MC simulations, and is defined as the ratio of QFL photon to 
electron efficiency product factors given in the last two rows of Table 8. 

The overall fiducial CEM photon selection efficiency is 

CT cem se1 = 84.7 f 1.4 (stat) f 1.8 (ayst)% 

The overall fiducial CEM photon efficiency, including the photon survival probability, P&nr and 
e -+ 7 EM shower development correction factor, SE,m, is 

CT - 82.0 f 1.5 (stat) f 2.1 (syst)% cem - 
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Table 7: CEM Photon Efficiency Determination - Isolation Variables. The statistical uncertainty 
associated with each quantity is given. 

Data Sample E&* E;T4 CfJTl El4 .pT4 N3fl . cy Y c r1 *f Y . CT 

W, Random Cones 95.5 f 0.5% 93.4 f 0.6% 89.2 rt 0.7% 
W, Random Cones 
Z, Random Cones 
Z, Random Cones 
QFL e Wy MC 

95.9 f 0.4% 93.1 f 0.6% 88.6 f 0.7% 
95.8 f 0.6% 93.6 f 0.7% 89.1 f 0.9% 
94.5 f 1.2% 91.1 f 1.4% 87.3 f 1.6% 
98.9 f 0.6% 96.4 f 1.0% 90.2 f 1.5% 

QFL 1-1 Wy MC 99.3 f 0.7% 96.6 f 1.2% 93.3 f 1.6% 
QFL e Zy MC 97.9 f 1.2% 97.0 f 1.3% 91.9 f 2.0% 
QFL ,u 27 MC 98.3 f 0.7% 94.8 f 1.1% 91.9 f 1.4% 
MinBias Random Cones 98.6 f 0.2% 97.7 f 0.2% 92.8 f 0.2% 
Jet-20a Random Cones 99.1 f 0.1% 97.6 f 0.1% 92.7 f 0.2% 
Jet-20b Random Cones 1 92.7 f 0.2% 1 89.3 f 0.3% 1 84.2 f 0.3% 

Table 8: CEM Photon Efficiency Determination - EM Shower Variables. The statistical uncer- 
tainty associated with each quantity is given. 

Data Sample c7 
Had/EM &lr c7 

X:t.tX&ir 
CT no 2nd CES 

5 GeV e Test Beam 98.9 f 0.2% 99.9 f 0.1% 97.3 f 0.3% 98.0 f 0.1% 
10 GeV e Test Beam 99.6 f 0.1% 98.8 f 0.4% 96.2 f 0.4% 97.9 f 0.1% 
18 GeV e Test Beam 99.1 f 0.9% 100.0 t;*y% 98.2 f 1.8% 98.2 f 1.6% 
30 GeV e Test Beam 98.9 f 0.9% 100.0 ‘$;% 99.2 f 0.7% 98.2 f 1.0% 
50 GeV e Test Beam 98.0 f 0.3% 99.9 f O:l% 99.2 f 0.2% 97.6 f 0.2% 
&FL e Wy MC 99.3 f 0.6% 99.7 f 0.3% 98.4 f 0.5% 94.6 f 1.2% 
&FL p Wy MC 99.7 f 0.3% 100.0 +;:z% 97.5 f 1.1% 95.0 f 1.6% 
&FL e 27 MC 99.2 f 0.8% 100.0 ‘;:;% 95.4 f 1.6% 95.0 f 2.4% 
QFL /A 27 MC 99.4 f 0.5% 100.0 ‘;I;% 97.7 f 0.8% 95.2 f. 1.2% 
&FL 7 MC 5 - 15 GeV 99.7 f 0.1% 99.8 f 0.1% 97.4 f 0.3% 96.8 f 0.3% 
QFL e MC 5 - 15 GeV 99.9 f 0.1% 99.9 f 0.1% 97.9 f 0.2% 95.8 f 0.3% 
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Table 9: Overall CEM Photon Efficiency Determina.tion. The statistical and sytematic uncertainties 
associated with each quantity are given. 

4T‘l 95.7 f 0.3 f 0.5% 

4iT4 97.4 f.0.4 4~ 0.8% 
&I 95.3 f 0.5 zk 0.7% 
EV Had/EM 99.2 f 0.1 f 0.8% 
Gw 99.9 f 0.1 rt 0.3% 
EV 
x:tp+xZww 

98.4 f 0.1 f 0.9% 

cv no 2”d CES 97.9 zk 0.7 f 1.0% 

%z?7 96.5 f 0.2 f 1.0% 
S cem e-v 100.3 f 0.6 f 1.0% 

I 

EV cem ( 82.0 f 1.5 f 2.1% 

Calorimeter Isolation 
Tracking Isolation 

No track Q EM Cluster 
Had/EM Cut 

Lateral Shower Cut 
CES strip/wire x2 Cut 

No 2nd CES Clusters 

Photon Survival 
e VS. 7 Shower Development 

Overall Photon Efficiency 

5.2 Theory Predictions for Electron and Muon W7 and 27 Signal 

The Standard Model predictions for the expected number of electron and muon W/Z +7 events are 
summarized in Table 10 for integrated luminosities of S &dt = 4.05 f 0.28 pb-r for electrons and 
@,dt = 3.54 f 0.24 pb- 1 for muons, using the Baur W7/27 + “fast” MC simulation programs 
and also the Baur/ISAJET/QFL Wy/Zy MC simulation programs. There is good agreement 
between the two basic MC simulation methods. For the Zy cases, we also explicitly show the Baur 
+ fast MC prediction for Drell-Yan (DY) + 27. The Drell-Yan contribution can be seen to be 
quite small. We explicitly correct for it via the f& factors, as shown in equations 76 and 77 and 
as summarized in Tables 30 and 31 of Appendix B. 

Table 10: Predicted number of Standard Model signal events for electron and muon W7 & Z7. 
The statistical uncertainty associated with each quantity is given. 

Electron Muon 
Baur Fast W7 MC 4.56 f 0.38 2.40 f 0.22 
Baur QFL W7 MC 4.38 f 0.57 2.41 f 0.32 
Baur Fast 27 MC 1.35 f 0.11 0.66 f 0.06 
Baur Fast 2 + DY7 MC 1.40 f 0.11 0.69 f 0.06 
Baur QFL 27 MC 1.37 f 0.18 0.68 f 0.11 

5.3 Determination of QCD Jet Background in the Wy and 27 Data Samples 

The largest photon background in the Wy and Zy signal samples is due to QCD processes, where 
a central jet in inclusive W/Z+Jet events fragments in such a way as to mimic a photon, as 
defined by our photon cuts. Initial/final-state radiation is considered part of the Wy/Zy signal, 
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since the Feynman diagrams for initial state radiation, as shown in Figs. 1 and 2 are included 
in the theory calculation for the Wy /Zy signal; the “K-factor” of 1.35 included in the Wy/Zy 
MC event generators approximates the contributions from final-state ra,diation diagrams associated 
with higher-order QCD processes such as q t g + q t W/Z t 7. 

The primary method for the determination of the level of QCD jet background in each of the 
Wy and Zy data samples used an independent, non-signal control data sample to determine the 
QCD jet misidentification probability, P~~~~,$Samp’e (ET) as a function of jet ET for central jets 
to fragment in such a way as to mimic a photon. We then convoluted this probability distribution 
with the ET-distribution of central jets associated with each of the inclusive electron/muon W and 
Z data samples. This method of determining the amount of QCD jet background tacitly assumes 
that the QCD jet misidentification probability distributions are the same in both the non-signal 
control data sample and the P = e or I(( inclusive W/Z data samples over the photon ET range of 
interest, i.e. that 

pControl Sample 
Jet-+“y” (ET) = Pzy!yp3(E~) (29) 

Detailed tests of this relation are discussed in Appendix D which explicitly demonstrate the validity 
of this relation, well within statistical uncertainties. 

Note that by using the inclusive electron and muon W/Z+Jets data samples, the inclusive QCD 
jet background for each of the four channels will automatically be taken into account. For example, 
the inclusive electron/muon W-l- QCD jet background for the electron/muon W7 data samples 
consists of a contribution from (a) “direct” electron/muon W+Jet background, with additional 
QCD jet background contributions from (b) misidentified electron/muon Z+Jet events, where one 
of the Z decay leptons is not detected, but satisifies the Wy event selection criteria and (c) from 
(W --t T PT)+Jet events, where r + e V[ v, and e = e/p, again satisfying the Wy event selection 
criteria. 

The QCD jet misidentification probability distribution was obtained using a 4.2 pb-’ sample of 
inclusive jet data (primarily di-jets) taken concurrently with the inclusive W/Z data during the run. 
The trigger requirement for this particular jet data sample (known as the Jet-20 data sample) was 
a localized cluster of energy deposited in the calorimeter with transverse energy ET > 20.0 GeV, 
prescaled to accept 1 out of every 300 events [49]. The jet clustering cone size used in this data 
sample was AR$$ = dm = 0.7. In the off-li ne analysis of this jet data sample, jet 
energy corrections were applied to the data to correct for non-linear calorimeter response effects, 
calorimeter energy ‘scale corrections, energy corrections to account for losses in un-instrumented 
regions of the calorimeter, etc. 

The QCD jet misidentification probability in the low--ET region, ET > 5.0 GeV was determined 
from use of fiducial CEM clusters and non-leading central jets. Due to trigger bias associated with 
the calorimeter energy response at trigger threshold, it was not possible to use the leading, highest- 
ET jets associated with events in the Jet-20 data sample for these purposes. 

Events in the Jet-20 data sample with non-leading jets were selected by requiring the two 
leading jets, one in the central calorimeter (]q~r] < l.l), the other in the central or plug calorimeter 
(177521 < 2.4), to have (corrected) E; > 15 GeV and hfJJ > 40 GeV. The physics motivation for 
this choice of leading jet selection was to obtain a sample of events which had approximately the 
same fi as that for th e inclusive electron and muon W/Z data samples. The non-leading central 
jets (IrlJj < 1-l) in these events were required to be above a (corrected) E$ > 5.0 GeV and more 
than AR > 1.4 away from either of the two leading jets. A total of 11726 non-leading central jets 
passed these cuts. 
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Jet-20 events with fiducial CEM clusters were required to pass the same leading jet event 
selection requirements as for events with non-leading central jets. A total of 4.31 central EM 
clusters with ET > 5.0 GeV and AR > 1.4 away from either of the two leading jets were obtained 
from the Jet-20 data sample. Of these, a total of 266 were fidztcial CEM clusters; a total of 64 
events passed the ET4 < 2.0 GeV and CPT4 < 2.0 GeV requirements. A total of 20 Jet-20 
events passed the entirety of the photon cuts used for selecting the electron/muon Wy/Zy data 
samples. The progression of Jet-20 CEM clusters surviving the application of successive photon 
cuts is summarized in the last column of Table 1. 

The angular separation requirement of AR > 1.4 was imposed for both non-leading central 
jets and fiducial CEM clusters with respect to leading jets due to the fact that jets with angular 
separation less than this amount will overlap with each other, biasing the number of non-leading 
jets because of the R,J1”u”,, = 0.7 cone size used for jet clustering. This same angular separation 
requirement was therefore applied to the selection of fiducial CEM clusters in the Jet-20 data 
sample. A variation of the angular separation requirement AR > 1.4 by 6(AR) = f0.4 had < 10% 
impact on the overall determination of the level of QCD jet background in each of the four data 
samples. 

Using the fiducial CEM clusters and non-leading central jets selected from the Jet-20 data 
sample as described above, the QCD jet misidentification probability for a given &--bin is defined 
as the ratio of the number of fiducial CEM clusters passing all W7/27 photon cuts to the number 
of non-leading central jets. For the it” ET-bin, this ratio is: 

pJ20 
&jf,Fid CEM 520 

t Jet-+“y” &jf+a Jet 520 
I 

The determination of the inclusive QCD jet background in each of the four inclusive Vt 
data samples, for E$ > 5.0 GeV was obtained by using equations (29) and (30). Since 

P$+v (ET) = 
AN,Fid CEM Vt 

a 7 Bkgnd 
ANEztrQ Jet Vt 

i 1 

then 

NFid CEM V, 
7 Bkgnd = 

= ; AiV;Eztra Jet v, . [ s;;rz;z ;;;I 
i i 

(30) 

= Welze 

(31) 

(32) 

The total number of central jets in the inclusive W/Z event samples with E$ > 5 GeV was 2041 
(1099) for e (CL) W-data and 175 (69) for e (CL) Z-data, respectively. 

Figure 11 summarizes the method as used for determining the inclusive QCD jet background for 
the electron W7 sample. A comparison of central jet ET spectra for each of the four data samples 
is shown in Fig. 12. There is excellent agreement between the shapes of the jet ET spectra in the 
electron DS. muon W (and 2) data samples. The inclusive QCD jet background as a function 
of ET for each of the four data samples are shown in Figs. 13a-13d. Note that the QCD jet 
background is sharply peaked at threshold in the E; distribution in each of the four data samples. 
The first column of Table 11 summarizes the inclusive QCD jet background for each of the four 
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inclusive W/Z data samples via this “standard” method. We have also investigated the systematic 
uncertainties associated with the QCD jet background determination due to binning effects and the 
use of uncorrected jet energies instead of corrected jet energies for the non-leading central jets in 
the Jet-20 and inclusive W/Z data samples. The second column of Table 11 summarizes the QCD 
jet backgrounds determined using only one ET-bin (ET > 5.0 GeV) and corrected jet energies; the 
third column of this table summarizes the QCD jet background determined using the “standard” 
method but with uncorrected jet energies; the fourth column of this table summarizes the QCD 
jet background determined by using only one ET-bin and uncorrected jet energies. The level of 
agreement between the four methods used in determining the QCD jet background for each of the 
four Wy/Zy channels is well within statistical uncertainties. The first column of Table 11 is taken 
as the primary definition of the inclusive QCD jet background for each of the four data samples. 

Table 11: Predicted number of inclusive QCD jet background events for electron and muon ivy & 
27. The statistical uncertainty associated with each quantity is given. 

Channel Standard Method Summed Method Standard Method Summed Method 
Corrected Jets Corrected Jets Uncorrected Jets Uncorrected Jets 

e W7: 3.57 f 0.81 3.48 f 0.87 2.92 f 0.67 3.42 f 0.85 
P w7: 1.87 f 0.42 1.87 f 0.46 1.48 f 0.34 1.86 f 0.46 
e 27: 0.30 f 0.07 0.30 f 0.07 0.28 f 0.07 0.30 f 0.07 
P 27: 0.11 f 0.03 0.12 f 0.03 0.07 f 0.02 0.12 f 0.03 . 
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Figure 11: Inclusive QCD jet background determination for the electron Wy data sample. (A) The 
transverse energy (E$) distribution of jets in the inclusive electron W data sample. (B) The 
transverse energy (Es) distribution of central fiducial EM clusters passing alI photon cuts in the 
Jet-20 inclusive jet data sample. (C) S h c ematic vector-representation of leading/non-leading jets 
in the Jet-20 inclusive jet data sample. (D) The transverse energy (Es) distribution of non-leading 
jets in the Jet-20 inclusive jet data sample. 
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Figure 12: Central jet &!-spectra for inclusive W/Z data sets. (A) Comparison of central jets in 
inclusive electron (dark histogram) VS. muon (light histogram) W data samples. The muon data 
has been normalized to the electron data for these purposes. (B) Comparison of central jets in 
inclusive electron (dark histogram) us. muon (light histogram) 2 data samples. The muon data 
has been normalized to the electron data for these purposes. 
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Figure 13: Inclusive QCD background ET-distributions for the Wy and 27 data samples. (A)- 
(D) Inclusive QCD background as a function of ET for the electron, muon Wy data samples and 
electron, muon 27 data samples, respectively. 
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A cross-check on the determination of the level of “direct” (as opposed to inclusive) QCD 
jet background in each of the electron and muon Wy and 27 data samples was obtained from 
simulations of inclusive W/Z+Jets using the VECBOS[SO] W/Z+nJets (n=O-4) Monte Carlo event 
generator, the HERWIG [51] Monte Carlo to generate both the underlying event and to fra.gment 
the jets recoiling against the IY/Z bosons, and finally the QFL Monte Carlo for CDF detector 
simulation. Monte Carlo VECBOS/HERWIG/QFL W/Z f 0, 1 and 2-jet data samples using a 
jet parton PFin cut of 8 GeV in VECBOS were passed through the same set of above-described 
GVy/Zy event selection cuts to obtain properly normalized, luminosity-weighted predictions for the 
level of “direct” QCD jet background in the each of the four kv7 and Zy data samples. Note that the 
HERWIG Monte Carlo generates additional, low-& jets in the fragmentation process. Note also 
that for a parton PFin = 6 GeV cutoff, an increase of 30 f 45% in the VECBOS/HERWIG/QFL 
prediction for the “direct” QCD background was obtained relative to the event yield prediction 
obtained using the parton PFin = 8 GeV cutoff. 

The determination of the additional QCD jet background contributions (b) and (c) mentioned 
above are small in comparison to the “direct” contribution to the inclusive QCD jet background 
and are discussed in detail in Section 5.4. 

The inclusive and “direct” QCD backgrounds obtained via these methods are summarized in 
Table 12 for each of the four data sets. The uncertainties quoted in this table are statistical only; 
the systematic uncertainties associated with the QCD backgrounds are discussed below in Section 
5.5. 

Table 12: Predicted number of QCD jet background events for electron and muon W7 & 27. The 
statistical uncertainty associated with each quantity is given. 

QCD Background Electron Muon 
W7: Inclusive W + Jets Data 3.57 f 0.81 1.87 f 0.42 
W7: VECBOS W + nJets MC 2.60 f 0.65 1.68 f 0.51 
W7: 2 + Jet + “W” + “7” 0.02 f 0.01 0.04 f 0.01 
w7: w-e t Jet + W” t “7” 0.07 f 0.02 0.03 f 0.01 
W7: VECBOS + (2 f Jet) f ( WThe t Jet) 2.69 f 0.65 1.75 f 0.51 

27: Inclusive 2 + Jets Data 0.30 f 0.07 0.11 f 0.03 
27: VECBOS 2 + ?&Jets MC 0.20 f 0.09 0.12 f 0.06 

5.4 Additional Backgrounds in the IV-y and Zy Data Samples 

5.4.1 27 Backgrounds in the W7 Data Samples 

The 27 and inclusive ZtJet processes (where a QCD jet is misidentified as a photon) can contribute 
to background in the W7 data samples if one of the 2 decay leptons is not detected. For electron 
27 events, this can occur only if one of the decay electrons passes through a non-fiducial region 
(e.g. a crack) in the EM calorimeters. Muon 27 events can be misidentified as a Wy candidate 
if one of the 2 decay muons is outside of the central region (Iv,,1 > 1). The 27 background in 
the Wy data samples was determined using the Baur 27 event generator and “fast” Monte Carlo 
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detector simulation and was cross-checked using the Baur/ISAJET/QFL 27 Monte Carlo. The 
Z-t-Jet background in the electron and muon Wy data samples was determined from the “direct” 
QCD Z-l-Jet background in the electron and muon 27 data samples and the ratio of acceptance x 
efficiency product terms for the two situations: 

N zwQCD _ NZQCD. 
A;wuy,v . ~;~u,w 

bkg - bkg A;.<,,, . c&v I 
(33) 

The determination of these backgrounds is discussed further in Appendix E. With no further cuts 
imposed, 0.55 f 0.05 27 and 0.11 f 0.02 ZtJet background events are expected in the electron Wy 
data sample; 0.90 f 0.09 27 and 0.14 f 0.02 Z+Jet background events are expected in the muon 
Wy data sample. 

Contamination from 27 and Z+Jet backgrounds in the Wy data samples can be additionally 
suppressed by making a cut on additional high-PT tracks. If events in the IV7 data samples have 
an additional, isolated three-dimensional track with PT > 10 GeV/c with opposite charge sign 
to the W decay lepton and have a pair-mass of 70 < &fee < 110 GeV/c2 for electrons (40 < 
M,, < 140 GeV/c2 for muons), the event is rejected as a background 27 candidate. We do not 
consider high-& tracks within AR < 0.7 of a hadronic jet (EM fraction < 0.85) since we are not 
vetoing WytJet events in this analysis. For muons, the 2nd track is additionally required to have 
a minimum-ionizing calorimeter signature. From studies using Baur/ISAJET/QFL W7 and 27 
MC simulated data for electrons and muons, no Wy signal events are lost by these 2”d track cuts. 
After making such cuts, a residual of 0.14 f 0.01 27 and 0.02 f 0.01 Z+Jet background events are 
predicted in the electron W7 data sample; 0.45 f 0.07 27 and 0.04f 0.02 Z+Jet background events 
are predicted in the muon Wy data sample. Note that the Z+Jet background is already included 
in the inclusive QCD background determination for the electron and muon W7 data samples. Note 
also that by application of the cut on no additional isolated high-PT tracks, one (two) 27 candidates 
were found in, and rejected from, the electron (muon) Wy data samples, respectively. 

5.4.2 Tau Lepton Backgrounds in the W7 and 27 Data Samples 

The processes (W --+ T&T) + 7 and (W --f T&T) + Jet, where a QCD jet is misidentified as a photon 
can also contribute to the background in the electron and muon W7 data samples when the T 
decays to an electron or muon, respectively. The corresponding processes (2 --f r+r-) t 7 and 
(2 --f r+r-) t Jet can also contribute to the background in the electron and muon Zy data samples. 
However, because of the additional tau branching ratio factor, B(r --t 1 fit v7) N 17.8% [52] and the 
three-body nature of the tau decay (softening the final-state lepton PT and ,& spectrum), these 
background contributions to Wy and 27 are suppressed. For 27, tau backgrounds are suppressed 
by the square of these two factors. 

The tau Wy and 27 backgrounds were determined with the use of the Baur Wy/Zy and “fast” 
Monte Carlo detector simulation programs, using the same methodology as for the electron/muon 
Wy and Zy signals. The tau backgrounds were obtained using the appropriately modified version 
of equation (90) for each channel, including tau branching ratio factors. 

The tau decay contribution to the Wy background in the electron and muon channels was 
found to be small, 0.09 f 0.01 and 0.05 f 0.01 events, respectively. The tau decay contribution to 
the W-I-Jet background in the electron and muon W7 data samples was also found to be small, 
0.07 St 0.01 and 0.03 f 0.01 events, respectively. This background is also already included in the 
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inclusive QCD background determination for the electron and muon Wy data samples. The tau 
decay contribution to the Zy background in the electron and muon channels was found to be 
extremely small (<< 0.1 events), and hence is neglected. The tau decay contribution to the 27 
background in the electron and muon IY7 data sets was calculated via similar methods as those 
used for determining the “direct” electron and muon 27 backgrounds. This non-QCD background 
contribution to the electron and muon W7 data samples was found to be extremely small (<< 0.1 
events), and is neglected. The tau decay contribution to the inclusive Z-l-Jet background in the 
electron and muon Pv7 data sets was calculated via similar methods as those used for determining 
the direct electron and muon Z+Jet backgrounds. These background contributions were also found 
to be extremely small (<< 0.1 events), and are also neglected. The determination of the QCD- 
related tau backgrounds is discussed further in Appendix E. 

5.5 Summary of Backgrounds in the Wy and Zy Data Samples 

The inclusive QCD jet backgrounds in each of the four data samples are summarized in Table 
12. The non-&CD 2 + 7 and T backgrounds in the electron and muon Wy data samples are 
summarized in Table 13. The observed number of events, the total background, the experimental 
number of signal events and the SM-predicted number of signal events in each of the four data 
samples is summarized in Table 14. The first uncertainty associated with the entries in this table 
is the statistical uncertainty; the second is the systematic uncertainty associated with the total 
background for that channel. 

The systematic uncertainty on the inclusive QCD jet background for each of the four channels 
is conservatively defined’as the quadrature sum of: (a) the ma&mum difference between the 
four different methods used in determining the inclusive QCD jet backgrounds, as summarized in 
Table 11, and (b) the diflerence between the inclusive QCD jet background and the sum of (1) 
the “direct” QCD jet background as determined by the VECBOS/HERWIG/QFL W/Z -I- n-jets 
MC simulations plus (2) the “indirect” QCD jet background contributions, which for Wy are due 
to ZtJet and tau W-l-Jet processes. The “indirect” QCD jet background contribution for 27 
originating from tau Z-i-Jet is negligible. 

Note that the relative level of QCD background in the 27 data samples (- 10 f 5%) is sub- 
stantially less than that for the Wy data samples (- 45 f 10%). The Monte Carlo determination 
of the QCD backgrounds in the Wy and Zy data samples, which are in good agreement with the 
results obtained from the inclusive QCD background determination, also indicate substantially less 
background in the 27 data samples than for the W7 data samples. There are two main reasons 
for this difference. First, the ratio of inclusive W/Z boson cross sections x branching ratios is 
R(PV/Z)t N 11. For W and 2 events produced with accompanying central jets with E+ > 5 GeV, 
the ratio of R(W + Jet/Z + Jet)! is expected to be comparable [53]. An implicit assumption in 
our inclusive background determination for each of the four data samples is that the QCD jet 
fragmentation probability is the same for W+Jet and ZtJet events. Thus, the intrinsic ratio of 
R(W + “7”/2 + “7”)r is also expected to be comparable to the inclusive W/Z cross section ratio. 
The ratio 7Z(I&’ + “y”/Z + “y”)! after photon cuts are applied will be larger than this, because the 
ARp,, > 0.7 cut is applied to both decay leptons for Zy, whereas this cut is applied to the single 
decay lepton for W7. Second, the SM prediction for the ratio of the Wy/Zy cross sections (passing 
our photon cuts) is R(W7/27)! N 4 (the ratio R(W7/W) is significantly less than R(Zy/Z) for 
our choice of photon cuts). We discuss these ratios further in Section 6, below. 
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Although the number of observed events in each of the four channels is limited, we emphasize 
here their statistical significance in terms of a true signal for the observation of the W $ y and 2 + y 
processes. From the information summarized in Table 14, the probability of 3.8 k 1.4, 2.4 f 0.6 and 
6.2 f 1.6 background events in the e, p and e + ~1 combined W + y candidate samples fluctuating 
to 8, 5 and 13 or more events is 7.5%, 10.6% and 2.5%, respectively. The probability of 0.3 f 0.1, 
0.1 & 0.1 and 0.4 f 0.1 background evefits in the e, 1-1 and e + p combined 2 + y candidate samples 
fluctuating to 2, 2 and 4 or more events is 3.9%! 0.6% and O.l%, respectively. Note also that these 
backgrounds are most significant in t,he 5 < Es < 6 GeV region. 

Table 13: Predicted number of non-QCD background events for electron and muon Wy. The 
statistical uncertainty associated with each quantity is given. 

Background Process Electron Muon 
zty-, “W” + y 0.14 f 0.01 0.45 f 0.07 
W T-e+y 0.09 f 0.01 0.05 f 0.01 

Table 14: Summary of Wy and 27 results. The observed number of events NobJ, predicted number 
of total background events CNbksnd, number of signal events N3ignal 
number of SM signal events, Np:yd for each channel are given. 

= NbbS - CNbkSnd and predicted 
The statistical and systematic 

uncertainties associated with xNbkS,,d and Nsignal are given for each channel. The statistical 
uncertainty associated with Nptz is given for each channel. 

Channel Noba xJ%bkgnd N¶ipd J%% _ 

e Wy 8 3.8f0.8fl.l 4.2f2.9f 1.1 4.6f0.4 

5.6 Electron and Muon Channel n/,;g(W+y), A&(Z+~), a-B(W+r) and aeB(Z+y) 
Results 

The experimental results for the number of signal events and the production cross sections x 
decay branching ratios for Wy and 27 in the electron/muon channels were determined using 
equations 26 - 27 (72 - 73) and 74 - 77 (from Appendix B). Monte Carlo methods were used to 
determine the statistical, systematic and overall uncertainties associated with N$;,(Vt + 7) and 
g . B(Vc + y). We simulated lo6 CDF experiments, Poisson-fluctuating the number of observed 
events for each simulated experiment for each channel, and using Gaussian fluctuations for the 
integrated luminosities, overall acceptance and efficiency terms. The statistical and systematic 
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uncertainties associated with the individual backgrounds for each channel were Gaussian-fluctuated 
and subtracted from the observed number of events on an “experiment-by-experiment” basis. We 
obtained the experimental N,;,(Vc + 7) and cross section u . B(Ve + 7)ezpt from finely-binned 
histograms (incremented once per “experiment”) as shown in Figures 14 and 15 for I,Vy and 27, 
respectively. The mean and fig uncertainties for N,i, and CT. B were determined, a,s well as the 
68% and 95% CL upper limits to n/,i, and o* B, using the method of a bounded physical region [54]. 
The number of signal events and cross section x branching ratio results for each of the four clrannels 
are summarized in Tables 15 and 16 for Wy and 27, respectively. The lirst uncertainty is statistical 
only; the second uncertainty is the systematic uncertainty associated with the integrated luminosity, 
acceptances and efficiencies; the third uncertainty is the systematic uncertainty associated with the 
QCD jet background determination. These results were cross-checked with analytic calculations 
of N,i,(v( t 7) and o . B(Ve + 7) and their associated fla statistical, systematic and overall 
uncertainties. The results obtained from the analytic calculations are in extremely good agreement 
with that obtained via the Monte Carlo method for each of the four channels. 

The u . B(We + 7) results obtained for the electron and muon W7 channels are in excellent 
agreement with each other and with the SM prediction. Similarly, the a. B(Ze+7) results obtained 
for the electron and muon 27 channels are also in good a.greement with each other and with the 
SM prediction, within statistical uncertainties. 

5.7 Combining Electron and Muon Cross Sections 

To combine the individual C = e and 1-1 CT * B(Vr + 7) production cross sections x decay branching 
ratios, one makes the assumption that the electron and muon channels are measuring the same 
physical process (i.e. that lepton universality holds: cr . B = u . B, = Q . B,). The combined 
e + /.A production cross section x decay branching ratio for V + 7 is therefore given by: 

CT. B(V t r)e+ti = 
iYseignal + J%gnol 

J C&t - (A;, . ~5~) + J L&t . (A;, . cf;?) 
(34) 

The same Monte Carlo u . B(Ve + 7) programs used to calculate the individual e and p results 
also calculated the combined e t p result for Wy and 27. We have cross-checked this method of 
combining cross sections with test distributions and also with analytic methods. All results agree 
extremely well with each other for these comparative tests, including &la statistical and systematic 
uncertainties. 

Figures 14 and 15 show the electron, muon and e + 1-1 combined Wy and 27 N,;, and cr + B 
probability distributions, respectively. These probability distributions are nearly Gaussian, but 
with a small high-side tail, due mainly to small-number Poisson statistics. The narrowing of the 
c . B probability distribution for the e + p combined cross sections is readily apparent. Tables 
15 and 16 summarize the number of signal events and cross sections for the electron, muon and 
combined e + p W7 and 27 results. 
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Table 15: Summary ofN3;gnal(W+y) and cr.B(W+7) results. For Ns;gnal(We+7)ezpt and a.B(Wcf 

7) ezpt, the flo uncertainties are given. The first uncertainty is the overall statistical uncertainty 
(stat); the second is the overall systematic uncertainty (systr) associated with integrated luminosity, 
acceptances and efficiencies; the third is the overall systematic uncertainty (q&z) associated with 
the background for each channel. The fourth uncertainty is the combined (stat + systl + systz) 
uncertainty. The statistical and luminosity-dependent uncertainty for Nsignar(We + T);,!!~ is given. 
The statistical uncertainty for P . B(Wp + 7)$$!j is given. The 68% and 95% CL upper limits on 
N,ignar(W+ 7Lpt and ~~B(~tt7)ezpt are also given for the individual electron, muon and e f p 
combined results. See text for further details. 

e+r < 5.7 (65% CL) 
< 13.6 (95% CL) 

<’ 20.2 ‘;m; ;;’ 
< 44.5 [ ) 

Table 16: Summary of N,i,,,,l(Zty) and a*B(Zt7) results. For Nsignol(Zft7)ezpt and a*B(Zt t 

7) ezpt, the fla uncertainties are given. The first uncertainty is the overall statistical uncertainty 
(stat); the second is the overall systematic uncertainty (systl) associated with integrated luminosity, 
acceptances and efficiencies; the third is the overall systematic uncertainty (systz) associated with 
the background for each channel. The fourth uncertainty is the combined (stat t systl t systz) 
uncertainty. The statistical and luminosity-dependent uncertainty for Nsigna[(Zf t 7)$td is given. 
The statistical uncertainty for v . B(Zp + 7)$f, is given. The 68% and 95% CL upper limits on 
NJignol(Z t 7)ezpt and Q * B(& + 7jezpt are also given for the individual electron, muon and e t p 
combined results. See text for further details. 

< 4.4 ‘;a: g;’ 
< 7.2 ( 1 

< 12.4 ';i; '2;' 
< 20.1 ( a ) I I 
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distributions. 
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5.8 Additional Systematic Uncertainties on Naig(W + r), n/,ig(Z + y), CT. B(kV+ y) 
and g. B(Z + 7) 

For each of the four channels, we studied the systematic effects of varying the diboson P~(l’e + 7) 
distribution, structure function (SF) choice and the Q2-scale dependence for the nominal SF 
(HMRS-B) choice on the Monte Carlo predictions for Afgg(V~ + ~)Mc, n - U(Ve + y)h~c and the 
determination of cr . B(Ve + 7)ezpt. The systematic effects of varying the CEM energy scale and 
CEM energy resolution were also investigated. The importance of each of these contributions to 
the overall uncertainty associated with the individual (and combined) cross sections, relative to the 
statistical uncertainty associated with each measurement is small. 

5.8.1 Systematic Uncertainties due to &(W’/z f 7) 

Since there are as yet no experimental measurements of the diboson PT(W/Z+~) spectrum, and no 
theoretical predictions for these distributions in the low Pr(kfJ/Z + 7) region (below TV 10 GeV/c), 
we approximated these distributions in the Monte Carlo simulation programs by using the measured 
CDF PT(W/Z) distributions [55], 
in this analysis. 

which is reasonable for the photon EG range we are sensitive to 
The measured do/dP~(W/2) distributions for inclusive W/Z production are in 

good agreement with theoretical predictions [56]. The shapes of the &(W/Z + 7) distributions are 
expected to be similar to &(W/Z) for the Wy/Zy event selection cuts used in this analysis. We 
studied the systematic effects of varying the shape of the assumed PT(V~ + 7) distribution on the 
W/Z/photon acceptances, MC predicted cross sections, MC expected number of events and the 
experimental cross section results. 

For each of the four channels, using the nominal structure function choice, the MC diboson 
PT(V~ + 7) distributions were varied within the &la limits allowed by the fit to the shape of the 
da/dP~(kV/Z) distributions. The method involved using the fast MC detector simulation programs 
to determine kinematic/geometrical acceptances, N,;,(Vc + 7) and g * B(Ve + 7)cuts, requiring the 
MC events to pass all event selection cuts, and including the efficiencies of these cuts in the fast 
MC detector simulation. The acceptance results for each Pr(Ve + 7) choice, as obtained from the 
fast Monte Carlo detector simulation were then input to the experimental determination of the 
u * q&f t 7)ezpt for each of the four decay channels. 

Several PT(VJ + 7) distributions for each decay channel were investigated to obtain acceptance 
factors used in the determination of both MC and experimental u . B(Vt + 7) results, associated 
with: (1) a “soft” (-1~) PT boost, (2) a “nominal” PT boost and (3) a “hard” (tla) PT boost. 
The systematic uncertainties for the combined e t p results were obtained via the same method as 
used for combining the “nominal” e t p cross sections. 

5.8.2 Systematic Uncertainties due to Structure Function Q2 Scale Dependence 

The systematic uncertainties associated with the momentum scale (Q2-scale) dependence for the 
nominal structure function choice (HMRS-B) 
limits of ii&$+, < Q2 < 4MZ+,, 

were studied by varying the Q2-scale between the 
for each of the four decay channels. Small correlations between 

Q2-scale dependence and the shape of the diboson PT(& + 7) distribution due to four-momentum 
conservation in the Vt + 7 production process are neglected. 
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5.8.3 Systematic Uncertainties due to Structure Function Choice 

Five different choices of structure functions, DFLM-260 [57], MRS-B [58], HMRS-B [41], MRS- 
SO [59] and MT-B1 [60] were used in order to determine the systematic uncertainties associated 
with the structure function choice for each of the four decay channels. The Wy and 27 Monte Carlo 
events generated with each structure function choice were passed through the fast MC detector 
simulation programs to obtain predictions for kinematic/geometrical acceptances, N,ig(Ve t 7) and 
fl * B(l/e t 7)cuts. 

5.8.4 Systematic Uncertainties due to CEM Energy Scale and Energy Resolution 

We have calibrated the CEM energy scale over the energy range 5 < ET < 40 GeV with E/P 
studies using inclusive electrons in the low-energy range and electrons from W decay in the high 
energy range. The CEM energy scale in the 5 GeV region is accurate to within N 1.0% and in the 
40 GeV region, accurate to within &0.24% [47]. This level of uncertainty has a negligible impact 
on the observed and predicted number of Wy/Zy events, and the MC predicted and experimental 
cross sections. 

Similarly, the effect of fla variations of the stochastic and constant terms associated with the 
CEM calorimeter energy resolution, 

6E/E = (13.5 f 1.5)0/o/& $ ( 2.0 f 0.3)% (E, ET in GeV) (35) 

also have negligible impact on the MC predicted and/or observed number of Wy/Zy events and 
the predicted and/or experimental cross sections for Es > 5.0 GeV. 

5.8.5 Summary of Additional Systematic Uncertainties on A&,(V~ + 7) and a*B(Vt t 7) 

The systematic uncertainties associated with varying the diboson PT(V~ + y) distributions, the 
Q2-scale dependence and SF choices for the Monte Carlo and the experimental results are corre- 
lated with each other, since the acceptance factors as determined from the fast Monte Carlo detector 
simulations are also used in determining the experimental u . B(Vi + 7) cross sections. Note that 
the experimental determination of the number of signal events is not correlated in this manner 
to the predicted nupber of Monte Carlo signal events. The MC and experimental CT * B(Vt t 7) 
cross section results for each of the four decay channels, in isolation of each other, must include 
the respective contributions to the overall uncertainty from these three systematic uncertainties, 
due to their (common) impact on the acceptance factors. These effects must also be included for 
the predicted number of MC signal events. In Table 17 we summarize the (quadrature) combined 
systematic uncertainties associated with varying the diboson PT(& + 7) distribution, the Q2-scale 
dependence and SF choices. 
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Table 17: Summary of additional systematic uncertainties associated with NA,,,,(V + y) and 
o.B(V+y). The +-la and -la quadrature sum of thefractionalsystematic uncertainties associated 
with variations of the &(V + 7) distribution, Q2-scale dependence and structure function choice 
for the Monte Carlo n/,;,,,l(V+7) and a-B(V+y) predictions (only), the experimental a.B(I; t7) 
results (only), and the correlated Monte Carlo - experiment cr. B(V t 7) difference are given. 

Channel 1 Ah/stgnal(V7)~fc (%) Aa. DC(VY)MC (%,) A,, l?fL’-~~v-. f?&\ 
+a 9 +19.9 e Wr I -3.7 -5.8 

+11.3 +13.4 
-6.6 -3.7 

+10.3 +15JJ -4.0 -4.1 
t11 1 + 7.1 

-4.5 -2.9 
+7.a +4.4 

-2 3 -1.3 
+7.B +7.1 

-3.5 -2.0 

Y , Y’,,. \.“, ~~ 

+ i.3 +‘3.6 -4.9 -2.4 
+a.9 +l”.O -3.2 -5.3 

+7.7 +10.5 -4.1 -5.5 
+ 4.3 + 8.6 

-.a.6 -57 
t3.a +4.4 

-3.2 -2.5 
+5.1 t5.1 

-4.0 -3.0 

5.9 Summary of Wy and Zy Cross Section Results 

We summarize here the results for the individual e, /A and combined e+p W7 and 27 cross sections 
and their SM predictions, explicitly taking into account the systematic uncertainties associated with 
the PT(Vt -I- 7) distribution, structure function Q2-scale dependence and structure function choice. 
The experimental cross section results are in good agreement with the Standard Model predictions. 

u . B(W7), = 20.6:;;:; (stat + sysi) pb 

Q * J3(W7), = 24.6:;;:; (stat t syst) pb 

Q * qw)c+, = 22.0:;;:: (stat + syst) pb 

u . B(W7)sM = 22.42 ;I; (stat + syst) pb 

i7. B(Z7), = 7.0: ;:; (stat t syst) pb 

Q - W7), = 15.8-f;;:0, (stat t syst) pb 

u . B(.z~),+,, = wf 2:; (stat t syst) pb 
u . B(.z-~)~~ = 5.52 ;:$ (stat t syst) pb 
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6 Wy AND Zy CROSS SECTION RATIOS 

A more illuminating comparison of our cross section measurements with the Standard Model is 
provided by forming the following cross section ratios: 

(1) R(Wy/W)e = fl* B(W t 7) / 0. B(W) 

(2) R(Z7P)c G u+B(Zet7) / ud(Ze) 

(3) R(Wy/Zy)t = a.B(Wef7) / u.B(ZefY) 

(4) ~(w/z>e G ~7. B(We) / a.B(Ze) 

CDF has already published results for the e, 1-1 and e + p combined cross section ratio (4) from 
the 198889 collider run [7]. By taking ratios of these cross sections, as in the case of the R(W/Z)e 
cross section ratio, many common experimental (and theoretical) uncertainties cancel [61]. These 
four cross section ratios are shown below in Figs. 16a - 16d and summarized in Table 18. The first 
and third cross section ratios, R(W7/W) p and R(W7/27)e, in the context of the SM are sensitive 
to the destructive interference between the U--, t- and s-channel Feynman amplitudes for the Wy 
process [53]. 

The SM prediction for R(Wy/W) (f e or our choice of photon cuts) is l.l%, whereas if these events 
were due solely to radiative W decay [62], this ratio would instead be 0.6%. The experimental results 
are statistically compatible with either hypothesis, although they favor the SM Wy prediction by 
approximately 0.5~. 

The second cross section ratio, R(Zy/Z)c is shown in Fig. 16b, along with its SM prediction of 
2.8%. If these events were due solely to radiative 2 decay, this ratio would be 1.9%. 

The third cross section ratio, that of R(W7/27)t is predicted to be 4.0 in the SM. If the photons 
observed in W events were due solely to final-state bremsstrahlung, this ratio is expected to be 2.5 
instead, whereas if the photons observed in 2 events were due solely to final-state bremsstrahlung, 
this ratio is expected to be 5.4. If the photons observed in both W and 2 events were both due 
solely to final-state bremsstrahlung, this ratio is instead expected to be 3.3. The data for this cross 
section ratio weakly favor this latter number, simply due to the higher-than-expected 2 + 7 cross 
section result(s). Due to the limited statistics, the e, p and e + p R(Wy/Zy) cross section ratios 
are also quite compatible with the SM prediction. 

The fourth cross section ratio is the inclusive W/Z cross section ratio, R(W/Z)~ which is 
predicted to be 10.7. These cross section ratio results are in good agreement with Standard Model 
expectations. 
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Table 18: W and 2 cross section ratios. The combined (slat + syst) uncertainty associated with 
each quantity is given. 

Cross Section Ratio Respt a;TM red n;:,d, 

WWYIWe 0.9+,0:;“/0 
VWYIW), l.lt;:;% 1.07 f 0.02% 0.61 f 0.01% 
R(Wy/W)e+, Lo+:::% 
R(Z7l.G 3.3+L.s% -2.8 
7.V7l-Q 7.0+;.;% 2.83 f 0.03% 1.93 * 0.02% 

R(ZYP),+, 4.6?;$% 

R(W7IZY)e 3.0+1:s -3.0 2.47 f 0.04 @ad W/27) 
R(W7/27), 1 * 6fl.g -1.G 4.05 f 0.07 5.41 f 0.10 W7lrad 2) 
R(W7lZr)e+c, 2 * 2+2.3 -1.5 3.30 f d.06 (rad W/rad 2) 

wfw)e m+u,:g 
ww-% g * 8+i.2 -1.2 10.69 f 0.22 

_ WW%+, 1o.ot;:; 
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Figure 16: W/Z cross section ratios. (A) Th e individual electron, muon and combined e + p cross 
section ratios R( Wy/ W)c = a-B(Wy)lr~-B(W). The Standard Model W7/W and radiative W/W 
(only) cross section ratio predictions and their fla theoretical uncertainties are indicated by the 
upper and lower horizontal lines, respectively. (B) The individual electron, muon and combined 
e+p cross section ratios 72(27/Z& = amB(Z7)/a-B(Z). The Standard Model .27/Z and radiative 
Z/Z (only) cross section ratio predictions and their fla theoretical uncertainties are indicated by 
the upper and lower horizontal lines, respectively. (C) Th e individual electron, muon and combined 
e+p cross section ratios R(Wy/Zy)c = a~B(W7)/a~B(.Z7). The Wylradiative 2 (only), Standard 
Model W7/27 and radiative W/Z7 (only) cross section ratio predictions and their flo theoretical 
uncertainties are indicated by the upper, middle and lower horizontal lines, respectively. (II) The 
individual electron, muon and combined e+p cross section ratios R( W/Z)c = c-B( W)/a-B( 2). The 
Standard Model inclusive W/Z cross section ratio prediction and its fla theoretical uncertainty 
is indicated by the horizontal line. 
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7 DIRECT LIMITS ON WVy, 22-y and Zyy ANOMALOUS 
COUPLINGS 

7.1 General Methodology 

If the W and 2 bosons are composite objects, large values of WWy, 227 or Zyy anomalous 
couplings (>> o) may be realized in nature. Depending on the nature and magnitude of these 
non-standard couplings, an excess of isolated, high-& photons accompanying the production of 
CV and 2 bosons is expected, relative to SM Wy and Zy predictions. The angular distribution for 
hard photons associated with anomalous couplings is more central than for the SM Wy and Zy 
couplings [ll, 171. Table 19 summarizes the number of electron and muon Wy events predicted by 
the Baur + fast Wy Monte Carlo program for several sample choices of the Ate and X parameters. 
Figures 17 and 18, respectively show the predicted central photon Es and AR,+, distributions for 
these same choices of anomalous parameters. For 27, the behavior is very similar for non-SM values 
of ZZy/Zyy anomalous couplings. The experimental sensitivity to possible WWy (ZZy/Zyy) 
anomalous couplings for Wy (27) is determined by the absence of an excess of such events, or, 
equivalently, obtained by setting an upper limit to an expcrimcntal cross section. 

Table 19: Sample MC predictions for the number of electron and muon Wy events. The statistical 
uncertainty associated with each quantity is given. 

Anomalous Coupling Es > 5 GeV 5 < E;! 2 15 GeV E$ > 15 GeV 
e W7: Arc = 0; X = 0 (SM) 4.6 f 0.4 3.7 f 0.3 0.9 f 0.1 
e W7: Au = 7, X = 0 11.0 f 1.0 4.6 f 0.4 6.4 f 0.6 
e Wy: AK. = 0, X = 3 12.6 f 1.2 3.9 f 0.4 8.7 f 0.8 
e Wy: Ar; = 5, X = 5 39.5 f 3.6 5.5 f 0.5 34.0 f 3.2 
P WY: AK = 0, X = 0 (SM) 2.4 f 0.2 1.9 f 0.2 0.5 f 0.1 
P WY: AK = 7, X = 0 6.0 f 0.6 2.5 f 0.2 3.5 f. 0.3 
I-1 W7: A&=0, X=3 7.3 f 0.7 2.3 f 0.2 5.0 f 0.5 
P W7: AK, = 5, X = 5 22.6 f 2.2 3.1 f 0.3 19.5 f 1.9 
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Operationally, we determined the experimental 68% and 95% CL limits on WW7, 227 and 
277 anomalous couplings by using the Baur Wy and 27 Monte Carlo event generator programs 
to step through a matrix of (2, y) pairs of anomalous parameter values. In general, since there are 
four independent anomalous coupling parameters (2, y, II, v) for WWy, ZZy and 277 anomalous 
couplings, we restricted our analysis to obtain limits on CP-conserving anomalous couplings, as- 
suming the (Y-violating anomalous couplings to be zero, and to obtain limits on CP-violating 
anomalous couplings, assuming the CT--conserving anomalous couplings to be zero. For the 2 + 7 
case, we additionally restricted our analysis to obtain limits on 227 anomalous couplings, assuming 
the 277 anomalous couplings to be zero, and vice-versa. Note that the W +y (Z+ 7) experimental 
results in fact impose simultaneous constraints on all WI/v7 (227 and 277) anomalous couplings, 
respectively. However, a fully-generalized analysis of this nature is beyond the scope of this paper. 

The Monte Carlo W7 (27) four-vector data for each pair of anomalous coupling parameters was 
analyzed with the use of the fast Wy (27) Monte Carlo detector simulation programs. We recorded 
all kinematic/geometrical acceptances, the MC c. B( Ve + 7)sen,cuts cross sections and the predicted 
number of MC e or p events passing all cuts for each Wy (27) decay channel, for each point in the 
(2, y) anomalous couplings plane. This included recording all statistical uncertainties associated 
with these variables. For Wy, the Baur MC was run with non-zero values of anomalous parameters 
with a form factor scale Aw = 10 TeV and form factor power n = 2 (see equation 6). The W7 
cross section results are negligbly different if a form factor scale Aw = 1 TeV is chosen, since 
the parton SF luminosities for very large Bjorken-x (Z 1 0.5) contribute negligibly to the overall 
W7 cross section at our center-of-mass energy. Only for Aw 2 500 GeV is the Wy cross section 
influenced in a significant way. For Zy, the anomalous contributions to the helicity amplitudes rise 
much faster with energy than those in the Wy case. This results in a much greater sensitivity to 
the form factor scale AZ. We therefore used three sets of form factor scales: AZ = 250, 500 and 
750 GeV with n = 3 (n = 4) for h&,, (h~0,2,,), respectively (see equation 14). In this manner the 
three-dimensional N,i,(Vc + 7) an d 0. B( Vt + 7) surfaces as a function of (z, y) anomalous couplings 
pairs were determined. 

Each set of the matrix of MC N.;,(Vl -I- 7) (z,y) or (u,v) data points was then fit using 
MINUIT [63] to obtain a three-dimensional analytic description of the n/,;,(Vt t 7) surface in 
the (x,3) or (u,o) anomalous couplings plane. The most general form for this surface, for four 
independent anomalous coupling parameters (s, y, u, TJ) is given by: 

+,Y,wJ = > ZSM + Uz + bz2 -k Cy -k dy2 t ez . y + pU2 f bv2 -k cu ’ 2, (36) 

where (2, y) represent CP-conserving anomalous couplings and (u, TJ) represent CP-violating 
anomalous couplings. No higher-order terms in (5, y, ‘11, v) are needed, since the overall invariant 
amplitude Mvr containing the anomalous contributions to the V-l-7 process is linear in the anoma- 
lous coupling parameters. The terms in equation 36 that are linear in (z, y) arise from interference 
of the C’P-conserving anomalous coupling contribution in the overall invariant amplitude with the 
Standard Model contribution. Note that no such interference occurs between the CT-violating 
anomalous coupling terms and the Standard Model term, nor is there any interference between 
CP-conserving and (Y-violating anomalous coupling terms [ll, 171. The terms proportional 
to sy (uu) arise from interference between the two independent CP-conserving ((Y-violating) 
anomalous contributions, z and y (u and u) respectively. Note that for the two-dimensional case 
of (2, y) anomalous couplings, or for the two-dimensional case of (ZI, ZJ) anomalous couplings, the 
above expression describes the surface of an elliptic paraboloid. 
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For the CP-conserving (CP-violating) case there are six (four) free parameters associated 
with describing this surface, and therefore a minumum of six (four) discrete results for n/,,(Vc + 7) 
or CT . B(Vr t 7) are required. Operationally, at least nine such data points were used to over- 
determine each surface, using non-zero anomalous coupling parameter values in the neighborhood 
of anticipated 95% CL limits. The MINUIT fits to each data set returned the fitted values of the 
parameters ZS/M, a - e (or ZS,~, /3 - t) and their uncertainties. In general the ,~‘/iVd~, of ea.ch 
of the fits are extremely good. Two examples of the fitted values of these coeffrcicnts are (a) the 
Nai,( IV + 7)e+fi surface for D-conserving anomalous couplings: 

n/,‘Zy(A~,X) = 6.95 - 0.07A~.+ O.~O(AK)~ + 0.09X + 1.42X2 + 0.63(A+ X) (37) 

and (b) the N&z t ‘Y>~+~ surface for CP-conserving anomalous couplings, for 122 = 500 GeV: 

A/-sf,Y(h,Z,,h,Z,) = 2.01 + 1.61 x 10 -5 h& t O.l2(h,Z,)* + O.Olh,z, + 1.76(h,2,)2 - 0.77(/&. h,Z,) (38) 

The determination of the 68% and 95% CL limits on WW7, 227, 277 anomalous couplings 
was accomplished by comparing the Monte Carlo prediction, Naig(l/e+7)Mc with the experimental 
result, Naig( Vt + -y)erpt for each case. For the each of the four individual and combined e + IL 
channels, the analytic expression obtained from the MINUIT fit of the &i,(Vt f 7)~c surface is 
shifted relative to its nominal central value by -AJI/,;,(Vl -t- 7)~c, as given by the relevant entry 
in the first column of Table 17. The intersection of the plane containing the 68% or 95% upper 
CL limit on the experimental Nsi,(Ve + Y)~+ with the -la shifted MC N,;,(Vt t 7)~c surface 
determines the limit contours for the anomalous coupling parameters for each case. 

7.2 Direct Limits on WW-y Anomalous Couplings 

The 68% and 95% CL limits on WW7 anomalous couplings for the electron, muon and e t /I 
combined W7 results are summarized in Tables 20 - 22. Figures 19a - 19f show the projections 
of the predicted Nai,(W + 7)~c surface on the Arc and X axes for the W-conserving WW7 
anomalous couplings for the electron, muon and e + /.L combined result. (The corresponding curves 
for the W-violating WW7 anomalous couplings k, i are very similar.) The solid curve indicates 
the central value of the prediction, the upper and lower dotted curves indicate the overall flo 
(stattsyst) uncertainties on the Monte Carlo prediction. The central value of the electron, muon 
and e t /I combined Naig (W + 7& result is shown as a solid horizontal line in each figure. The 
fla (stat+syst) uncertainties are shown as dotted horizontal lines. The 95% CL upper limit to 
NYi,(W + 7)ezpt is indicated as a solid horizontal line in each figure. 

The experimental limits on the X, x parameters are more stringent than those for AK, t;, because 
the anomalous contributions to the Wy helicity amplitudes grow like fi/Mw for An, i; and 
(vG/Mw)~ for X, X. 

The 68% and 95% CL contours for C’P-conserving and W-violating WW7 anomalous cou- 
plings for the individual electron, muon and e + p combined results are shown in Figs. 20a - 20f. 
For the CT-conserving WW7 anomalous couplings, note that there exist possible non-SM values 
of AK and X where the magnetic dipole moment, /JW and the electric quadrupole moment, Q& of 
the W boson vanish separately: 

The Q&, axis, where pw = 0 : X = -(AK t 2) 

The pw axis, where Qb = 0 : X = (A&+1) 
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and one point, (AK, X) = (-4, -g) where both quantities vanish simultaneously. This point is 
contained within the experimental 68% CL limit contour. Similarly, for the C-P-violating WW7 
anomalous couplings, note that there exist possible non-SM values of Z and X where the electric 
dipole moment, dw and the magnetic quadrupole moment, Q& of the W boson vanish separately: 

The Qg axis, where dw = 0 : r\ = -2 

The dw axis, where Qs = 0 : i= k 

and one point, (6, i) = (0, 0) w h ere both quantities vanish simultaneously. This point is contained 
within the experimental 68% CL limit contour. Note also the relative orientation of the contour 
limits in the AK - X (k - ;\) plane with respect to the AK; and /\ axes (I? and i axes), indicating 
the magnitude of the interference effects present between these pairs anomalous parameters at our 
center-of-mass energy, fi = 1.8 TeV. The contour limits on WW7 anomalous couplings are more 
(less) stringent when constructive (destructive) interference occurs between pairs of anomalous 
couplings. 

Table 20: Electron channel limits on WW7 anomalous couplings. The fla, 68% and 95% CL limits 
on Ate, A, ii and i are given. For each entry in the Table, all other WW7 anomalous couplings are 
assumed to be at their SM values. For the fla limits, the first uncertainty is the overall statistical 
uncertainty (stat); the second is the overall systematic uncertainty (syst); the third uncertainty is 
the combined (stat + syst) uncertainty. See text for further details. 

W-Conserving Couplings W-Violating Couplings 
1 

AK = 0.0:;:; zt 1.2 = 0.0:;:: I? = o.o’;.:: f 1.2 = 0.0:;:; 
-3.5 < AK < t3.9 (68% CL) -3.7 < ii: < +3.7 (68% CL) 
-6.5 < Arc < i-6.9 (95% CL) -6.7 < k < t6.7 (95% CL) 

x = 0.0’::; f 0.5 = o.o+::,’ x = 0.0;;:; f 0.5 = o.o+::; 
-1.4 < A < $1.4 (68% CL) -1.4 < A < $1.4 (68% CL) 
-2.6 < X c i-2.6 (95% CL) -2.6 < 1 < t2.6 (95% CL) 
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Table 21: Muon channel limits on WW7 anomalous couplings. The fig, 68% and 95% CL limits 
on AK, X, t? and X are given. For each entry in the Table, atl other WW7 anomalous couplings are 
assumed to be at their SM values. For the fig limits, the first uncertainty is the overall statistical 
uncertainty (slat); the second is the overall systematic uncertainty (syst); the third uncertainty is 
the combined (stat f syst) uncertainty. See text for further details. 

CP-Conserving Couplings W-Violating Couplings 
AK = O.O+;&t 0.9 = O.Of;:; k = 0.0';:; f 0.9 = 0.0:;:; 

-5.2 < AK < i-5.4 (68% CL) -5.3 < ii < +5.3 (68% CL) 
-8.6 < AK < t8.8 (95% CL) -8.7 < k < +8.7 (95% CL) 

x = o.o+;:j f 0.4 = 0.0:;:; x = o.or;:; f 0.4 = 0.0:;:; 
-2.0 < x < t1.9 (68% CL) -2.0 < i < t2.0 (68% CL) 
-3.3 < x < t3.2 (95% CL) -3.2 < i < t3.2 (95% CL) 

Table 22: e + p combined limits on WW7 anomalous couplings. The flo, 68% and 95% CL limits 
on AK, X, Z and x are given. For each entry in the Table, all other WW7 anomalous couplings are 
assumed to be at their SM values. For the fla limits, the first uncertainty is the overall statistical 
uncertainty (stat); the second is the overall systematic uncertainty (syst); the third uncertainty is 
the combined (stat + cyst) uncertainty. See text for further details. 

W-Conserving Couplings W-Violating Couplings 
AK = O.Ot;$t 1.0 = O.O'f:; R = 0.0:;:: f 1.0 = o.o+;:; 

-3.4 < AK < t3.7 (68% CL) -3.5 < ii < t3.5 (68% CL) 
-6.0 < Arc < i-6.4 (95% CL) -6.2 < R < +6.2 (95% CL) 

x = 0.0’::; f 0.4 = 0.02::; x = o.o-J;:$ f 0.4 = 0.0:;:; 
-1.4 < x < t1.3 (68% CL) -1.3 < x < +1.3 (68% CL) 
-2.4 < X < +2.3 (95% CL) -2.4 < ii < t2.4 (95% CL) 
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Figure 19: Direct limits on CP-conserving WW7 anomalous couplings. (A) N,;,( W t 7) as a func- 
tion of AK. for electron W7. (B) N&(W+y) as a function of X for electron W7. (C) Nsig(Wt7) aS 
a function of AK for muon W7. (D) Nsi,(W+7) as a function of X for muon Wy. (E) Nai,(W t 7) 
as a function of An for e -t- ~1 W7. (F) A&(W -I- 7) as a function of X for e + p W7. Shown in each 
of these figures, are the central value (solid horizontal line) and its associated flcr (stat t syst) 
uncertainty (dotted horizontal lines) for the measured N3,,(W + 7) and the 95% CL upper limits 
on the measured N;;,(W + 7) (solid h orizontal lines). The solid curve in each figure is the central 
value of the theoretical prediction for Nai,(W + 7) as a function of the (P-conserving WW7 
anomalous couplings AK, X. The dotted curves are the fla overall systematic uncertainties on the 
theoretical prediction. Only one WW7 anomalous coupling is assumed to be non-zero at a time. 
The corresponding curves for V-violating WW7 anomalous couplings are very similar. See text 
for further details. 
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Figure 20: Contour limits on CP-conserving and CP-violating WWy anomalous coupling pairs. 
The solid ellipses show the 68% and 95% CL contour limits for the electron, muon and combined 
e+p results for CT-conserving and CT-violating WWy anomalous coupling pairs. The orientation 
of these contours relative to the anomalous coupling axes is due to interference effects between these 
parameters in the overall invariant amplitude Mwr for the W + 7 process. The SM prediction for 
each plot occurs at (0,O). For the CP-conserving couplings, the global minimum of the anoma.lous 
coupling surface is displaced slightly from the SM prediction due to interference effects between 
the SM and these anomalous coupling contributions to the overall invariant amplitude for Wy 
production in Js = 1.8 TeV p-p collisions. No such displacement occurs for CP-violating WW? 
anomalous couplings. For the CP-conserving couplings, the pw/&, (Qb = 0) and Qtv/Qg 
(pw = 0) axes are indicated by (orthogonal) dashed lines, intersecting at the point (AK, X) = 
(-312, -l/2). For the CP-violating couplings, the dw/d& (Q$ = 0) and-Q;/&? (dw = 0) 
axes are indicated by (orthogonal) dashed lines, intersecting at the point (II, A) = (0, 0). The Wy 
and W+W- unitarity limits are indicated by dotted and dashed curves, respectively for a form 
factor scale Aw = 1 TeV. See text for further details. 
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7.2.1 Unitarity Constraints for Wy - Form Factor Scale hw Sensitivity 

Partial wave unitarity places restrictions on the reduced amplitudes, AywA, for arbitrary values of 
WWy anomalous couplings. There are in fact two such unitarity restrictions, one associated with 
W + 7 production and another associated with W+W- production, for both U-conserving and 
Cp-violating WW7 anomalous couplings. Both physics processes impose unitarity constraints, 
because both processes occur e.g. in high-energy p-p collisions [64]. 

The unitarity restriction for Cp-conserving WWy anomalous couplings for W + 7 production 
is [lo, 121: 

c jA:y,,~~* < a2(3;s~fy$ 
XWX-7 

i 

(39) 

where XW, A, are the final-state W boson and photon helicities, respectively. For the assumed 
generalized dipole form factor and form factor power (7~ = 2), unitarity is violated in the W + 7 
process if 

;$,:I [(AW)2t (&) (A+) +A)‘] 2 ‘$;; (40) 

over the fi range Mw < 4 < 1.8 TeV. 
The unitarity restriction for Cp-conserving WW7 anomalous couplings for W+W- production 

is [lo, 121: 

c I 

2 

AW bt Aw- 
< 3 (3 - 6sin28w + 8sin40w) 

5a2@) (1- qyi 
(41) 

xwt A,- 

where Xwt , XW- are the final-state W +, W- boson helicities, respectively. For the assumed dipole 
form factor, unitarity is violated in the W+W- process if 

(I- +)’ 

over the 6 range 2Mw < fi < 1.8 TeV. 
If only one anomalous WW7 coupling is assumed to be non-zero at a time, then for hw >> hfw 

and the assumed dipole form factor (n = 2), the unitarity limits are: 

w7 : /A/cl < w 

W+W- : \AK[ < 7.3A;v’ 

3.9 TeV2 
1x1 < ““w 

5.3 TeV’ 
PI < AL 

For W + 7 production, the unitarity restriction for Cp-violating WW7 anomalous couplings 
is of the same form as that for CP-conserving WW7 anomalous couplings [lo, 121: 

,g lAEAT12 < a2(i..sy12y?&) 
0 

(43) 
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For the assumed dipole form fa.ctor, unitarity is violated in the W + y process if 

;+&y [(2+x)2+ (&) (c(T) ii)‘; 2 6;:;; 
over the & range Mw < & < 1.8 TeV. For W+W- production, the unitarity restriction for 
CP-violating WWY anomalous couplings is [lo, 121: 

c I 

2 
A” 

< 3 (3 - 6 sin2 0~ + 8 sin” 0~) 
‘\w+ A,- 

AwtAw- 5&(i) (1 - +)+ 

For the assumed dipole form factor, unitarity is violated in the Wt W- process if 

(45) 

Cl- 8 z!!$Y)) 
(If [ (&) (i92+2{k+ (b&j&) i,‘] 2 3(3-6sin;~;;8sin4ew’ (46) 

over the fi range 2Mw < & < 1.8 TeV. 
If only one anomalous WWy coupling is assumed to be non-zero at a time, then for Aw >> Mw 

and the assumed dipole form factor (n = 2), the unitarity limits are: 

wy : 37 1 TeV 14 < T 

In Figs. 20a - 2Of, the contours for the Wy (W+W-) unitarity limits on WWy anomalous 
couplings are indicated by dotted (dashed) curves, respectively, for a form factor scale Aw = 
1.0 TeV. For this value of Aw, the region exterior to these curves is excluded by unitarity. If the 
scale Atv is decreased (increased), the area enclosed by the unitarity curves is increased (decreased). 
The enclosed area of the unitarity curves doubles (halves) if values of Aw = 0.8 (1.5) TeV are chosen, 
respectively. For the e + ~1 combined results, our 95% CL contours are entirely contained within 
both Wy and W+W- unitarity contours for Aw N 970 GeV. 

The Wy and W+W- unitarity limits as a function of Aw for (Y-conserving and W-violating 
WWy anomalous couplings are shown in Figs. 21 and 22, respectively. The region above the uni- 
tarity curve in each figure is excluded. Superimposed on these plots are the combined e t CL 68% 
and 95% CL limits on each of the anomalous couplings as indicated by the dotted and solid curves, 
respectively. The region above the experimental curves is excluded. In the small Aw region the ex- 
perimental results are more stringent than the unitarity constraint, whereas in the large Acv region 
the converse is true. Note that our experimental results are essentially independent of the form 
factor scale for hw above a few hundred GeV. Note also that the experimental limits on anomalous 
couplings must simultaneously obey both Wy unitarity and W+W- unitarity constraints, since 
both processes are operative in fi = 1.8 TeV p-p collisions. In each of these figures, the value of 
Aw where the experimental curves cross the unitarity curve is the limit of experimental sensitivity 
to that particular anomalous coupling and Aw-scale. For form factor scales 

A$? 2 1.0 TeV Gv 2 1.2 TeV 

Ah 1 5.0 TeV AL 1 1.2 TeV 
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the unitarity limit is more stringent than our e + p combined 95% CL limits on WWy anomalous 
couplings, assuming only one such coupling to be non-zero at a time. These form factor scales 
correspond to distance scale sensitivities Lw = tLc/Aw for probing possible internal structure of 
the W boson of order: 

Law” _< 2.0 x lop4 fm =.0.08 Xw Lx, 5 1.6 x 10d4 fm = 0.07 3~ 

L& _< 0.4 x 10e4 fm = 0.02 Xw L$, 2 1.6 x 10d4 fm = 0.07 Xw 

where 2~ = Fi/Mwc is the reduced Compton wavelength of the W boson. 
The unitarity bounds and the Aw scale sensitivity have some model-dependence associated with 

the choice of the form factor power n used in the generalized form factor. For example, we have 
chosen n = 2 for the form factor power in this analysis, motivated by the well-known behavior 
of the nucleon form factors. If instead, a value of n = 1 is chosen for the form factor power, the 
unitarity bounds on WW7 anomalous couplings are made a factor of w 4 times more stringent; the 
corresponding Aw-scale sensitivity is reduced by a factor of N 2 [lo]. The experimental limits 
are not significantly changed for n = 1. 
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Figure 21: Unitarity limits as a function of Aw for W-conserving WW7 anomalous couplings. 
(A) ~AK[ unitarity limit as a function of form factor scale Aw. (B) 1x1 unitarity limit as a function 
of form factor scale Aw. (C) IA IC unitarity limit as a function of form factor scale Aw. (D) 1x1 1 
unitarity limit as a function of form factor scale Aw. Only one WV7 anomalous coupling is 
assumed to be non-zero at a time. Also shown in each figure are the experimental e + p combined 
68% and 95% CL limits (dotted and solid curves, respectively) on [ArcI (or 1x1) as a function of 
form factor scale Aw. The downward-pointing arrows indicate the value of Aw associated with the 
intersection of the experimental limits with the unitarity curve in each figure. See text for further 
details. 
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Figure 22: Unitarity limits as a function of Aw for CP -violating WW7 anomalous couplings. 
(A) lkl unitarity limit as a function of form factor scale Aw. (B) Ii/ unitarity limit as aJunction of 
form factor scale Aw. (C) I I k unitarity limit as a function of form factor scale Aw. (D) 1x1 unitarity 
limit as a function of form factor scale Aw. Only one WW7 anomalous coupling is assumed to be 
non-zero at a time. Also shown in each figure are the experimental e + ~1 combined 68% and 95% 
CL limits (dotted and solid curves, respectively) on jkl (or 1x1) as a function of form factor scale 
Aw. The downward-pointing arrows indicate the value of Aw associated with the intersection of 
the experimental limits with the unitarity curve in each figure. See text for further details. 
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7.2.2 Direct Limits on the W Boson Higher-Order Electromagnetic Moments and 
Mean-Squared Charge Radius 

Experimental limits on WWy anomalous couplings also place bounds on the higher-order electro- 
magnetic moments of the W boson and the W boson mean-squared charge radius. These quantities 
are related to the anomalous coupling parameters, in the static limit (and with Ti = c = 1) by: 

pw = &(2 + AK + A) w 

Q’w = --&(1+ Arc - A) (48) 

dw = $-p + A) (49) 

4% = (50) 

<R2,> = &(l+A”c”) (51) 

Recall that the Standarcl Model tree-level values of the WW7 anomalous couplings are: AK 
= l-K=x=g= i = 0. It is illuminating to calculate the numerical values associated with the 
following classical parameters: 

&, = & = 3.691 f 0.012x lo-l6 MeV/T 

Q$ = -e& = -6.063 3t 0.041 x 10T6 e - fm’ 

d”, = $eAw = 1.231 f 0.004 x 10m3 e - fm 

Q”w” = -& = -1.818 f 0.012 x 10-r’ MeV-fm/T 

<R$?> = Gv = 6.063 f 0.041 x 10e6 fm2 

xw = & = 2.462f 0.008x low3 fm 

Note that the uncertainties associated with these classical quantities for the W boson are due 
primarily to the uncertainty on the W boson mass, Mw = 80.14 f 0.27 GeV/c2 (the combined 
CDF+UA2 result) (47, 651. 

We define the following dimensionless (scaled) classical quantities for the W boson: 

SW - 2 r$-2 = A&+x 

4fk - 1 +-I =&c-X 

6W sg = ii-l-i 

!7% a$& = k--J 

4v -1 I.$$+ = AK-t-X 
W 

(52) 

(53) 

(*54) 

(55) 

(56) 

The individual electron, muon and the combined e + ,u limits on the W boson electromagnetic 
moments and mean-squared charge radius, are summarized in Tables 23 - 25. Figures 23a - 23f 
show the 68% and 95% CL limit contours for the CT-conserving and W-violating higher-order 
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electromagnetic moments of the W boson. The corresponding W $ y (W+W-) unitarity limits 
on these quantities are also shown on these figures, for a form factor scale of Aw = 1.0 TeV, as 
indicated by the dotted (dashed) curves, respectively. 

Table 23: Electron channel limits on higher-order W boson EM moments. The &la, 68% and 
95% CL limits on gcv - 2, qb - 1, SW, &$ and r$, - 1 are given. For each entry in the Table, 
all other W boson EM moments are assumed to be at their SM values. For the flo limits, the 
first uncertainty is the overall statistical uncertainty (stat); the second is the overall systematic 
uncertainty (cyst); the third uncertainty is the combined (stat + syst) uncertainty. See text for 
further details. 

CP-Conserving Couplings W-Violating Couplings 
gw - 2 = 0.0 +;.; f 0.7 = 0.0 ‘if 6w = 0.0 
-2.2 < gw -2 2 +2.2 (68% CL) 

t;:; f 0.7 = 0.0 “;I:: 
-2.2 < hw < +2.2 (68% CL) 

-4.1 < gw - 2 < +4.1 (95% CL) -4.1 < 6w < +4.1 (95% CL) 
qb - 1 = 0.0 :,“I; f 1.0 = 0.0 +a:; q6 - 1 = 0.0 ‘4:; f 1.0 = 0.0 ‘i:,” 
-3.3 < qf$ - 1 < t3.5 (68% CL) -3.4 < q@ < t3.4 (68% CL) 
-6.0 < qQ - 1 < t6.3 (95% CL) -6.2 < qtr; < $6.2 (95% CL) 
7-h - 1 = 0.0 t;:‘, zk 0.7 = 0.0 t;:; 
-2.2 < Tk - 1 < t2.2 (68% CL) 
-4.1 < Tf& - 1 < +4.1 (95% CL) 

Table 24: Muon channel limits on higher-order W boson EM moments. The flc, 68% and 95% 
CL limits on gw - 2, qb - 1, SW, 9% and & - 1 are given. For each entry in the Table, all other W 
boson EM moments are assumed to be at their SM values. For the fla limits, the first uncertainty 
is the overall statistical uncertainty (stat); the second is the overall systematic uncertainty (syst); 
the third uncertainty is the combined (stat $ syst) uncertainty. See text for further details. 

W-Conserving Couplings W-Violating Couplings 
gw - 2 = 0.0 2i.i f 0.5 = 0.0 ‘;.; 
-3.2 < gw - 2 < t3.1 (68% CL) 

6w = 0.0 ‘;I; f 0.5 = 0.0 ‘r;:; 
-3.1 < bw < f3.1 (68% CL) 

-5.2 < gw - 2 < i-5.1 (95% CL) -5.1 < SW < t5.1 (95% CL) 
q& - 1 = 0.0 ‘“,I; f 0.7 = 0.0 t;:; q$ - 1 = 0.0 ‘;:; f 0.7 = 0.0 ‘;:; 
-4.5 < q&, - 1 < t4.8 (68% CL) -4.7 < qg < i-4.7 (68% CL) 
-7.5 < qb - 1 < t7.8 (95% CL) -7.6 < 9% < i-7.6 (95% CL) 
r$ - 1 = 0.0 ‘i:,” It 0.5 = 0.0 ‘,“I; 
-3.2 < Tb - 1 < t3.1 (68% CL) 
-5.2 < T& 1 < i-5.1 (%%cL) 
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Table 25: e + p combined limits on higher-order W boson EM moments. The flo, 68% and 95% 
CL limits on gw - 2, qi& - 1, SW, qt3; and r& - 1 are given. For each entry in the Table, all other W 
boson EM moments are assumed to be at their SM values. For the fig limits, the first uncertainty 
is the overall statistical uncertainty (stat); the second is the overall systematic uncertainty (syst); 
the third uncertainty is the combined (stat + syst) uncertainty. See text for further details. 

CP-Conserving Couplings CP-Violating Couplings 
gw - 2 = 0.0 ‘;:; f 0.6 = 0.0 ‘,“I,” SW = 0.0 _‘;I,” f 0.6 = 0.0 _‘;:; 
-2.1 < gw - 2 < t2.1 (68% CL) -2.1 < SW < t2.1 (68% CL) 
-3.7 < gw - 2 < t3.7 (95% CL) -3.7 < SW < t3.7 (95% CL) 
qb - 1 = 0.0 ‘j:‘: f 0.9 = 0.0 r;:; 9% - 1 = 0.0 r;:; f 0.9 = 0.0 z;:; 
-3.0 < q& - 1 < t3.4 (68% CL) -3.2 < q$ < t3.2 (68% CL) 
-5.5 < qb - 1 < t5.8 (95% CL) -5.6 < qz < t5.6 (95% CL) 
l’h - 1 = 0.0 :;I; f 0.5 = 0.0 ‘;j 
-2.1 < T2 1 < i-2.1 (68% CL) 
-3.7 < TZ 11 < +3.7 195% CL) 
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Figure 23: Contour limits on CP-conserving and CP-violating W boson higher-order EM mo- 
ments. The solid ellipses show the 68% and 95% CL contour limits for the electron, muon and 
combined e-t-p results for CP-conserving and (Y-violating W boson higher-order EM moments. 
For the U-conserving moments, the tree-level SM prediction is pw//& = 2 and &g/&g = 1. 
The An (X = 0) and X (AK = 0) axes are indicated by (orthogonal) dashed lines, intersecting 
at, the point @w/p&, &b/&g) = (2, 1). For the P-violating moments, the tree-level SM 
prediction is dwf d”, = 0 and &k/&r = 0. The k (i = 0) and i (2 = 0) axes are indicated by 
(orthogonal) dashed lines, intersecting at the point (dw/d b, QE/Qi$‘) = (0, 0). The Wy and 
W+W- unitarity limits are indicated by dotted and dashed curves, respectively for a form factor 
scale Aw = 1 TeV. See text for further details. 
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7.2.3 Comparison with Existing Limits on WWy Anomalous Couplings 

Indirect limits on WWy anomalous couplings can be obtained from precision low-energy experi- 
ments. For CIP-conserving WWy anomalous couplings AK and X, the most stringent low-energy 
constraint on these parameters has been extracted from the precision measurement of the muon 
gp - 2 anomaly [66, 67, 681. H owevcr, these low-energy bounds on AK and X are quite model- 
dependent [69] and are also sensitive to the cutoff used to regulate divergences and to the regular- 
ization schenre used in the loop calculation [70]. 

More stringent indirect bounds on AK and X have been derived from the photon propa.gator 
as measured at PETRA [72] and the W/Z mass ratio [67, 731. However these bounds are also 
controversial because loop corrections are ill-defined in these cases. For example, for the W/Z 
mass ratio the limits on AK and X are expressed in terms of deviations of the p-parameter, p = 
M$,lM$cos28w from its tree-level SM value of p = 1. However, the p-parameter is also 
sensitive to SM electroweak radiative corrections (e.g. Mtop, ~~~~~~~ and loop corrections due to 
other possible deviations from the (minimal) SM, such as heavy W’ and/or 2’ bosons. 

No rigorous bounds on WWy anomalous couplings can be obtained from high-precision mea- 
surements in the Z-resonance region from LEP-I e+e- data if correlations between different con- 
tributions to the anomalous couplings are fully taken into account, as there exist ambiguities and 
model-dependencies in the results [74, 75, 761. Assuming, there are no significant cancellations 
among various one-loop contributions, present data on the S, T and U parameters [77] (or equiv- 
alently the ~1, ~2 and EJ parameters [78]), imply constraints on the AK and X parameters of order 
]AK], ]A] _< 0.5 - 1.5 at the 90% CL [76, 791. 

The UA2 Collaboration has recently published direct limits on AK and X from an analysis of 
13 pb-r of jj p + e*v+y electron data [80]. A total of 16 Wy candidate events were found, passing 
central photon selection requirements of Es > 4.5 GeV and lepton-photon angular separation 
AOz;en > 15”, with an expected background of 6.8 f 1.0 events, leading to a Wy signal of 9.2 f 
4.0(stat) f l.O(syst) events. The UA2 Collaboration analyzed their data by comparing the number 
of signal events to the number of predicted events. A second method, comparing the observed E; 
spectrum to MC expectations was also used. For the latter method, the UA2 experiment obtained 
limits on Arc and X, assuming only one WWr anomalous coupling to be non-zero at a time, of 

AK = 0.0’;:; (stat + syst) x = 0.0’;:; (stat + syst) 

The corresponding 95% CL limits on these quantities are: 

-4.5 < Arc < +4.9 -3.6 < X < -l-3.5 

Note that the correlations between AK and X are much stronger for 4 = 630 GeV than at the 
Tevatron. As a consequence of these interference effects, the orientation of the UA2 68% (95%) 
CL limit contours in the AK - X plane are rotated significantly more with respect to the AK - X 
axes than our corresponding 68% (95%) CL 1 imit contours (see Fig. 24). Note further that the area 
contained within our e + p combined 68% (95Y) 0 contours in the AK - X plane is approximately 
50% of that contained within the corresponding UA2 68% (95Y) o contours, which were obtained 
using their Es method. The area contained within these contours is in fact the most appropriate 
measure for comparison of AK - X limits between the two experiments. 

For CP/?--violating WWr anomalous couplings, ii. and X, the most stringent low-energy con- 
straint on these parameters has been extracted from the experimental upper limit on the electric 
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dipole moment (EDM) of the neutron, d, < 1.2 x lo-l2 e - fm (95% CL) [81]. The upper limit on 
the neutron EDM places indirect limits on ]kl, 1x1 < c3( 10Y3) 170, 711 unless extreme cancellation 
between these two parameters occurs [lo]. These limits are also model-dependent, sensitive to the 
cutoff used to regulate divergences and are also dependent. on the regularization scheme used in the 
loop calculation -[70]. 

15 

10 

5 

A0 

-5 

CDF Minimum 

Figure 24: CDF and UA2 contour limits on W-conserving WW7 anomalous couplings. The solid 
ellipses show the CDF combined e + p SS% and 95% CL limits in the AK - X plane An - JI plane 
(Js = 1.8 TeV). The dashed ellipses show the UA2 68% and 95% CL limits in the An - X plane 
(Js = 630 GeV). Th e d’ff I erence in the orientation of the CDF and UA2 contours is due to energy- 
dependent interference effects between these parameters in the overall invariant amplitude Mwy 
for the W + 7 process. The SM prediction is AK = X = 0. The CDF and UA2 global minima for 
the WWy anomalous coupling n/,;,(W -/- 7) surfaces are displaced from the SM prediction, due to 
energy-dependent interference effects between the SM and these anomalous coupling contributions 
to the overall invariant amplitude. The pw/&, (Qb = 0) and &k/Q% (pw = 0) axes are 
indicated in this figure by (orthogonal) dashed lines. The Wy and W+W- unitarity limits are 
indicated by dotted and dashed curves, respectively for a form factor scale Aw = 1 TeV. See text 
for further details. 
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7.3 Direct Limits on Anomalous ZZy and Zyy Couplings 

From the absence of an excess of high Es photons in electron and muon Zy events, we obtain direct 
limits on 227 and 277 anomalous couplings using the same methods as those used for obta,ining 
direct limits on WW7 anomalous couplings. As the phase space associated with exploring all 
possible combinations of 227 and Zyy anomalous couplings is quite large, we limit our study 
to the consideration of pairs of non-zero 227 and/or 277 anomalous couplings. Specifically, we 
consider here only the following four possible cases: 

(1) zzy : only IL& and /z& non - zero 

(2) 227 : only hfo and h& non - zero 

(3) 277 : only h& and h& non - zero 

(4) 277 : only h&, and hi0 non - zero 

These choices are motivated by the fact that there are no interference effects between CP- 
conserving anomalous couplings (h &,4o) and (Y-violating anomalous couplings (hro,,,) for V = 
2,~. Furthermore, the 227 anomalous couplings interfere only weakly with 277 anomalous cou- 
plings (171. 

Because of the nature of the 227 and 277 vertex functions, the experimental limits we obtain 
for the CP-conserving 227 anomalous couplings (case 1) will be nearly identical (to within N 1%) 
of the limits we obtain for the CD-violating 227 anomalous couplings (case 2). Similarly, the 
experimental limits we obtain for the case 3 will be nearly identical (to within N 1%) of the limits 
we obtain for case 4. Finally, the limits on 277 anomalous couplings (cases 3 and 4) are N 5% 
higher than those for 227 (cases 1 and 2). 

For the 2 + 7 process, the dependence on the form factor scale AZ is much greater than that 
for the W + 7 process. We compare our experimental measurements of A.&,(2 + 7) with 2 + 7 
Monte Carlo predictions for three different values of AZ = 250, 500, and 750 GeV. 

The 68% and 95% CL limits on 227 and 277 anomalous couplings for the electron, muon and 
e + p combined results are summarized in Tables 26 - 28. Figures 25a - 25f show the projections of 
the predicted ~/,;,(Z+~)MC surface on the h& and h$ axes for the CP-conserving 227 anomalous 
couplings, for the electron, muon and e+p combined results, and for AZ = 250, 500, and 750 GeV. 
(The corresponding curves for the CP-violating 227 anomalous couplings h$ and hi& are very 
similar, as well as the MC prediction for 277 anomalous couplings). The solid curve indicates 
the central value of the prediction, the upper and lower dotted curves indicate the overall flo 
(stattsyst) uncertainties on the Monte Carlo prediction. The central value of the electron, muon 
and e t p combined N+(.Z t 7)erpt result is shown as a solid horizontal line in each figure; the 
&la (stat+syst) uncertainties are shown as dotted horizontal lines. The 95% CL upper limit, to 
N,ig(z+ 7)ezpt is indicated as a solid horizontal tine in each figure. The 227 unitarit,y constraints 
in each figure are discussed in Section 7.3.1 below. 

The experimental limits on the h&,, p arameters are more stringent than those for h&,, (I’ = 
2,~) because the anomalous contributions to the 27 hellcity amplitudes grow like (&/JJz)” for 
h&, and (&/Mz)~ for h&. 

The 68% and 95% CL contours for 227 anomalous couplings for the combined e + ~1 27 results 
are shown in Figs. 26a - 26c for AZ = 250, 500 and 750 GeV, respectively. The corresponding 
contours for 277 anomalous couplings for the combined e -I- p 27 results are shown in Figs. 26d 
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- 26f, respectively. The unitarity constraints in each figure are discussed in Section 7.3.1 below. 
Note also the relative orientation of the contour limits in the h& - hyo (hro - h&) plane with 
respect to the h: axes indicating the degree of interference effects present between these pairs 
anomalous parameters at our center-of-mass energy. The contour limits on ZZy/Zyy anomalous 
couplings are more (less) stringent when constructive (destructive) interference occurs between 
pairs of anomalous couplings. . 

Table 26: Electron channel limits on ZZy and Zyy anomalous couplings. The flq, 68% and 
95% CL limits on the ZZ7 and Z77 CP-conserving anomalous coupling parameters h& and h& 
(V = Z, 7) are given, for AZ = 250, 500, and 750 GeV. These limits are also valid to within 1% for 
the W-violating parameters hro and h& by replacing h& --+ h4/, and h$ -+ h&. For each entry 
in the Table, all other ZZ7 and Zyy anomalous couplings are assumed to be at their SM values. 
For the fl~7 limits, the first uncertainty is the overall statistical uncertainty (stat); the second 
is the overall systematic uncertainty (syst); the third uncertainty is the combined (stat t syst) 

uncertainty. Entries in the table which exceed the unitarity limit are indicated with a t . See text 
for further details. 

ZZ7 Anomalous Couplings Z77 Anomalous Couplings 
hz = O.O+;;:; f 0.4 = O.mm 

AZ = 250 GeV -3r)5.9 < h& < i-15.7 (68% CL) -16.7 < h& < t16.5 (68% CL) 
-26.3 < h$ < -t-26.1 (95% CL) -27.6 < h;, < t27.5 (95% CL) 
a 

h40 = O.O?;;:; f 0.4 = 0.0:;;:; hi0 = 0.0’;;:; f 0.4 = O.Ot;;:; 
AZ = 250 GeV -13.3 < hfo < t13.3 (68% CL) -13.9 < hi0 < +14.0 (68% CL) 

-22.0 < hfo < +22.1 (95% CL) -23.1 < h;;lo < t23.2 (95% CL) 

hfo = 0.0 2;:; f 0.1 = 0.0 ‘;:; hTo = 0.0 ‘;I; f 0.1 = 0.0 ‘;:; 
AZ = 500 GeV -4.1 < hfo < t4.1 (68% CL) -4.3 < hi0 < t4.3 (68% CL) 

-6.8 < hfo < i-6.8 (95% CL) -7.2 < hzo < i-7.2 (95% CL) 
hZ = 0.0 ‘::j f 0.1 = 0.0 ‘;:; 

AZ = 500 GeV :.l < h& < i-1.11 (68% CL) 
hzo = 0.0 t:::: It 0.1 = 0.0 ‘::: 
-1.1 < hi0 < tl.lt (68% CL) 

-1.8 < hfo < +1.8t (95% CL) -1.9 < hi, < t1.9t (95% CL) 
Z 

h30 = 0.0 ‘;I; f 0.1 = 0.0 t;:; hzo = 0.0 ‘;I”, f 0.1 = 0.0 I!;:; 
AZ = 750 GeV -2.4 < hfo < t2.4 (68% CL) -2.5 < hzo < i-2.5 (68% CL) 

-4.0 < hfo < t4.0t (95% CL) -4.2 < hzo < +4.2t (95% CL) 
hZ = 0.0 ‘;:t f 0.1 = 0.0 ‘;:t hzo = 0.0 ‘;::: f 0.1 = 0.0 ‘::“, 

AZ = 750 GeV Go.4 < hfo < t0.4t (68% CL) -0.4 < hzo < t0.4t (68% CL) 
-0.6 < hfo < +0.6t (95% CL) -0.6 < h10 < +0.6t (95% CL) 
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Table 27: Muon channel limits on ZZy and 277 anomalous couplings. The &la, 03% and 95% CL 
limits on the 227 and 277 W-conserving anoma,lous coupling parameters h[u and h& (V = Z,7) 
are given, for AZ = 250, 500, and 750 GeV. These limits are also valid to within 1% for the 
CP-violating parameters hyc and h!& by replacing II!& + hre and h,$ + h&. For each entry in 
the Table, all other 227 and Zyy anomalous couplings are assumed to be at their SM values. 
For the flc~ limits, the first uncertainty is the overall statistical uncertainty (stat); the second 
is the overall systematic uncertainty (syst); the third uncerta.inty is the combined (stnt t s2~st) 
uncertainty. Entries in the table which exceed the unitarity limit are indicated with a t . See text 
for further details. 

227 Anomalous Couplings 277 Anomalous Couplings 
h.& = 0.0’;;:; f 0.6 = 0.0:;;:; h&, = 0.0’;;:; f 0.6 = O.O’“,“,:; 

AZ = 250 GeV -28.5 < h& < +28.5 (68% CL) -29.9 < h& < +29.9 (68% CL) 
-40.8 < h& < +40.8 (95% CL) -42.9 < h& < f42.9 (95% CL) 
hZ = O.Ot$$; f 0.5 = O.O-‘,“,“:; h& = 0.0’;;:; f 0.5 = 0.0:;;:; 

AZ = 250 GeV Jk.6 < hf,, < +23.8 (68% CL) -24.8 < h& < +25.0 (68% CL) 
-33.9 < h$ < +34.1 (95% CL) -35.6 < h& < $35.8 (95% CL) 

h& = 0.0 ‘3:; f 0.2 = 0.0 ‘;:“, h& = 0.0 +;I; f 0.2 = 0.0 ‘;:; 
AZ = 500 GeV -7.1 < h& < t7.1 (68% CL) -7.4 < h& < t7.4 (68% CL) 

-10.2 < I-& < t10.2t (95% CL) -10.7 < h$, < t10.7t (95% CL) 
hZ 40 = 0.0 r;::: f 0.1 = 0.0 +f:; hi0 = 0.0 2;:: f 0.1 = 0.0 ‘;I; 

AZ = 500 GeV -1.8 < hfo < t1.8t (68% CL) -1.8 < h& < t1.8t (68% CL) 
-2.5 < hfo < +2.5t (95% CL) -2.6 < hlo < +2.6t (95% CL) 

hZ 30 = 0.0 ‘:I; f 0.1 = 0.0 ‘4:; hzo = 0.0 ‘2:; f 0.1 = 0.0 ‘;I; ’ 
AZ = 750 GeV -4.0 < h3zo < t4.0t (68% CL) -4.2 < hi0 < +4.2t (68% CL) 

-5.7 < hfo < t5.7t (95% CL) -6.0 < hzo < t6.Ot (95% CL) 
hZ 40 = 0.0 +@ f 0.1 = 0.0 ‘;:; hi0 = 0.0 2;:; f 0.1 = 0.0 ‘;I; 

AZ = 750 GeV -0.6 < hfo < tO.6t (68% CL) -0.6 < h& < tO.6t (68% CL) 
-0.8 < hfo < t0.8t (95% CL) -0.8 < hi, < t0.8t (95% CL) 
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Table 28: e t /I combined limits on 227 and 277 anomalous couplings. The &la, 68% and 
95% CL limits on the 227 and 277 CP-conserving anomalous coupling parameters h& and h& 
(V = Z,7) are given, for AZ = 250, 500, and 750 GeV. These limits are also valid to within 1% for 
the CT-violating parameters hyo and /I,& by replacing h& + hl/, and h& - h&. For each entry 
in the Table, all other 227 and 277 anomalous couplings are assumed to be at their SM values. 
For the fla limits, the first uncertainty is the overall statistical uncertainty (stnt); the second 
is the overall systematic uncertainty (syst); the third uncertainty is the combined (stat + cyst) 
uncertainty. Entries in the table which exceed the unitarity limit are indicated with a t. See text 
for further details. 

227 Anomalous Couplings 277 Anomalous Couplings 
h& = 0.0:;;:; f 0.4 = o.O?f;:; hTo = 0.0:;;:; f 0.4 = 0.0’;;:; 

AZ = 250 GeV -19.3 < hfo < i-19.2 (SS% CL) -20.3 < h&, < t20.2 (6S% CL) 
-27.6 < hcfo < i-27.5 (95% CL) -29.0 < hzo < t29.0 (95% CL) 
hZ = O.O’;,“.: f 0.5 = O.O’;,“:; hi0 = 0.0’;;:; f 0.5 = 0.0’;;:; 

AZ = 250 GeV -4y6.1 < hfo < t16.2 (SS% CL) -16.9 < hi0 < i-17.0 (68% CL) 
-23.0 < hfo < j-23.2 (95% CL) -24.2 < hi0 < t24.4 (95% CL) 
hz 30 = 0.0 ‘,“I,” f 0.1 = 0.0 ‘,“I,” hzo = 0.0 ‘;:; f 0.1 = 0.0 :,“I,” 

AZ = 500 GeV -4.9 < hfo < t4.9 (SS% CL) -5.2 < h& < j-5.2 (68% CL) 
-7.1 < hfo < t7.1 (95% CL) -7.4 < h;. < t7.4 (95% CL) 

h” 40 = 0.0 ‘:I; f 0.1 = 0.0 ‘;j hi0 = 0.0 ‘;:; f 0.1 = 0.0 t;:; 
AZ = 500 GeV -1.3 < hfo < t1.3t (68% CL) -1.3 < h& < +1.3t (68% CL) 

-1.8 < hfo < +1.8t (95% CL) -1.9 < hlo < t1.9t (95% CL) 

hZ 30 = 0.0 ‘;:; f 0.1 = 0.0 ‘“,I; hzo = 0.0 :;I; f 0.1 = 0.0 t”,:; 
AZ = 750 GeV -2.8 < hfo < +2.8+ (68% CL) -3.0 < hlo < f3.0t (68% CL) 

-4.1 < hfo < t4.lt (95% CL) -4.3 < hi0 < t4.3t (95% CL) 
hZ 40 = 0.0 -+;:I f 0.1 = 0.0 2;;; hi0 = 0.0 2;;; f 0.1 = 0.0 ‘;I; 

AZ = 750 GeV -0.4 < hfo < t0.4t (68% CL) -0.4 < hi0 < t0.4t (68% CL) 
-0.6 < hfo < tO.6t (95% CL) -0.6 < hTo < +0.6t (95% CL) 
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Figure 25: Direct limits on ZZy and Zyy anomalous couplings. (A) n/,is(Z + 7) as a function of 
hfo for electron Zy. (B) h/,i,(Z + y) as a function of hfo for electron 27. (C) NJ.2 + y) as a 
function of hfo for muon Zy. (D) n/,i,( 2 t y) as a function of hfo for muon Zy . (E) n/,iq( 2 + y) 
as a function of h& for et p Zy. (F) N+(Z t y) as a function of h,Z, for e + p 27. Shown in each 
of these figures, are the central value (solid horizontal line) and its associated flo (stat + syst) 
uncertainty (dotted horizontal lines) for the measured h/,ip(Z t y) and the 95% CL upper limits 
on the measured hl,i,(Z + y) (solid horizontal lines). The central values for three theoretical 
predictions for A&;,(2 + 7) for form factor scales AZ = 250, 500, and 750 GeV as a function of 
hfo or hfo is shown as solid curve. The dotted curves are the fla overall systematic uncertainties 
on the theoretical prediction. Only one 227 anomalous coupling is assumed to be non-zero at a 
time. The unitarity limit for the relevant anomalous ZZy coupling is also shown in each figure as a 
dotted curve. The region above each of these curves is excluded by unitarity. For ZZy anomalous 
couplings, the individual electron, muon and combined e $ /J limits on the W-conserving hfo (hfo) 
parameters are also valid for the W-violating h,, z (hfo) parameters, respectively. The limits on 
Zyy anomalous couplings are related to the’limits on ZZy anomalous couplings by hTo N 1.05/& 
for i = 1 - 4. The unitarity bound for Zy7 anomalous couplings is a factor of w 20% less stringent 
than the unitarity bound for ZZy anomalous couplings. See text for further details. 
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Figure 26: Contour limits on 227 and 277 anomalous coupling pairs. In Figs. (A)-(C), the solid 
ellipses show the combined e + /J 68% and 95% CL limits for W-conserving (and C%‘-violating) 
227 anomalous couplings for AZ = 250, 500 and 750 GeV, respectively. In Figs. (D)-(F), the solid 
ellipses show the combined e + ~1 68% and 95% CL limits for CT-conserving (and W-violating) 
Zyy anomalous couplings for AZ = 250, 500 and 750 GeV, respectively. The orientation of the 
contours relative to the h& axes is due to interference effects between these parameters in the overall 
invariant amplitude Mzr for the 2 + 7 process. The SM prediction is h: = 0, for i = 1 - 4. For 
the CP-conserving couplings, the global minimum of the anomalous coupling surface is displaced 
slightly from the SM prediction due to interference effects between the SM and these anomalous 
coupling contributions to the overall invariant amplitude for 27 production in Js = 1.8 TeV p-p 
collisions. No such displacement occurs for W-violating 227 or 277 anomalous couplings. The 
227 and 277 unitarity limits for the relevant form factor scale AZ are indicated by dotted curves 
in Figs. (A)-(C) and Figs. (D)-(F) respectively. See text for further details. 
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7.3.1 Unitarity Constraints for 27 - Form Factor Scale AZ Sensitivity 

Partial wave unitarity places restrictions on the reduced amplitudes, AfzA, for arbitrary values of 
h;zO (; = 1 - 4) for 227 anomalous couplings [82, 171: 

c (Afz&12 < 
24 sin2 8~ cos2 Ow 

( %)3 (5’7) 
X.zb 5 cryq 1 - i 

where Xz, X, are the final-state 2 boson and photon helicities, respectively. For the assumed 
generalized dipole form factor and form factor powers (n = 3 for h& and n = 4 for 1~:~)~ unitarity 
is violated for hfo and h4zo 227 anomalous couplings if 

48 sin2 BW (30s~ ety 
5d( a) (58) 

over the fi range Mz < 6 < 1.8 TeV. A similar unitarity relation holds for IL~~ and hfo 227 
anomalous couplings, replacing hfo + hfo and hfo --+ hfo [82, 171. 

Partial wave unitarity also places restrictions on the reduced amplitudes for arbitrary values of 
hTo (i = 1 - 4) for 277 anomalous couplings [82, 171: 

3 (3 - 6 sin2 Bw + 8 sin4 0~) 
( “‘)3 

5 d(i) 1 - $ 
(59) 

where Xz, X7 are the final-state 2 boson and photon helicities, respectively. For the assumed form 
factor, unitarity is violated for hi0 and hi0 277 anomalous couplings if 

(h:o)2T 4 ] 6 (3 - 2 6 sin2 t Bw + 8 sin4 0~) 
5ays> (60) 

over the fi range Mz < ~6 < 1.8 TeV. A similar unitarity relation holds for h:, and hi0 277 
anomalous couplings, replacing hzo + Itlo and hi0 -+ hzo [82, 171. 

If only one 2.27 anomalous coupling is assumed to be non-zero at a time, then for AZ >> Mz 
and for the assumed form factor, the unitarity limits are: 

lhfoj, lhfol < ‘.“*y3 (n = 3) 

lhfol, lhfol < y (n = 4) 

For 277 anomalous couplings, the corresponding unitarity limits are: 

lh;ol, Ih;ol < 1.20hrv3 (n = 3) 

Ih;ol, Ihzo:,l < o,03;rv5 (n = 4) 
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In each of Figs. 25a - 25f, the 227 unita.rity constraint on Nsig(Z + y) vs. hfo and h,,Z, is shown as 
a dotted curve. The region above the ZZy unitarity curves is excluded. Note that the value of AZ 
increases as the h$ decrease. The limiting case of the Standard Model is obtained when AZ + oo 
and hz + 0. In each figure, the region which is simultaneously above the 227 unitarity curve 
and below the experimental 68% or 95% CL upper limits on N,;,(Z f 7)espt is the region where 
unitarity imposes a more stringent constraint on 227 anomalous couplings than our experimental 
results. For 277 anomalous couplings, note that the unitarity constraint is N 20% less stringent 
than that for 227 anomalous couplings, while the expected number of 2 f 7 events from 277 
anomalous couplings is N 10% lower than that from 227 anomalous couplings. In Tables 26 - 28, 
we explicitly flag the hiv, limits which violate unitarity at the AZ scale given in each of the tables 
with a “t” symbol. 

In Figs. 26a- 26c, the contours for 227 unitarity limits are indicated by dotted curves. Similarly, 
in Figs. 26d - 26f the contours for 277 unitarity limits are also indicated by dotted curves. The 
region enclosed by each of these contours is allowed by unitarity considerations. It can be seen that 
for AZ = 250 GeV, the combined e + ~1 limits are entirely within the region allowed by unitarity, 
whereas for AZ = 500 GeV, the unitarity bound is more stringent than our experimental contour 
limits in a significant portion of the h y. - hyo (hro - hro) plane. For AZ = 750 GeV, the unitarity 
bound is more stringent than nearly all of the experimental contour limits. 

In Figs. 27a - 27d the unitarity limits as a function of AZ for 227 and 277 anomalous couplings 
are shown. The region above the unitarity curves is excluded. Superimposed on these curves are 
the combined e + p experimental limits on 227 and 277 anomalous couplings as a function of 
AZ. The region above the experimental curves is excluded. In the small AZ region the experimen- 
tal results are more stringent than the unitarity constraint, whereas in the large AZ region, the 
converse is true. Note that our experimental limits on 227 and 277 anomalous couplings have 
significant dependence on the form factor scale AZ. In each of these figures, the value of AZ where 
the experimental curves cross the unitarity curve is the limit of experimental sensitivity to that 
particular anomalous coupling and AZ-scale. Our e + p combined 95% CL limits on ZZ7/277 
anomalous couplings and form factor scale AZ, assuming only one such coupling to be non-zero at 
a time, are: 

-6.3 < h&,, < 6.3 for A!$.,’ = 550 GeV 

-7.2 < h~o,20 < 7.2 for Ahz;7°0,20 = 320 GeV 

-5.8 < h$,, < 5.8 for Ai’oP1o = 600 GeV 

-4.3 -c h&,, < 4.3 for A~‘o*2o = 390 GeV 

For form factor scales 
hZ 30,lO 

AZ > 550 GeV 

h,Z,zo 
AZ >_ 320 GeV 

Go 10 
AZ ’ 1 600 GeV 

co 20 
Azt 2 390 GeV 

the unitarity limit is more stringent than our e-t-p combined 95% CL limits on ZZ7/277 anomalous 
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couplings. These form factor scales correspond to distance scale sensitivities Lz = kc/A2 for 
probing possible internal structure of the 2 boson of order: 

h,Z,,o < 
L.z- - 3.6 x lo-” fm = 0.17 AZ 

hZ 40,20 
L.z 5 6.2 x 10T4 fm = 0.28 AZ 

,;;o,,o I 3.3 x 10m4 fm = 0.15 xz 

‘Co 20 
Lz ( 5 5.1 x 10m4 fm = 0.23 Xz 

where Xz = ii/Mzc is the reduced Compton wavelength of the 2 boson. 
Here again we point out that the unitarity bounds and the AZ sensitivity have some model- 

dependence associated with the choice of the form factor powers n used in the generalized form 
factor. Our choice of n = 3 for hys and n = 4 for hx4 was motivated mainly by the requirement 

that unitarity be preserved at high energies (& >> AZ > > Mz) and that terms proportional 
to hx4 have the same high-energy behavior as those proportional to 11:s. For a different choice 
of form factor powers, e.g. n = 2 for hx3 (n = 3 for I&x4), the unitarity bounds on the h Kl,xl 
(h&,40) anomalous couplings are made more stringent by factors of N 2.6 (- 2.9), respectively. The 
corresponding sensitivity to AZ is reduced by factors of at most N 1.4 (- 1.2) respectively, partially 
offset by the fact that the predicted rate of Zy production is also slightly enhanced for the choice 
of form factor powers of n = 2 for h13 (n = 3 for hx4) compared to the choice of n = 3 for hrr3 

(n = 4 for hx4). 
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Figure 27: Unitarity limits as a function of AZ for 227 and Zyy anomalous couplings. 

(4 IGIL lG3l unitarity limits as a function of form factor scale AZ. (B) jhfo[, lhfo[ unitarity 
limits as a function of form factor scale AZ. (C) jhzo,l, IhTol unitarity limits as a function of form 
factor scale AZ. (D) Ihzol, Ihzol unitarity limits as a function of form factor scale AZ. Only one 
ZZy or 277 anomalous coupling is assumed to be non-zero at a time. Also shown in each figure 
are the combined e + p 68% and 95% CL limits (dotted and solid curves, respectively) on these 
anomalous couplings as a function of form factor scale AZ. The downward-pointing arrows indicate 
the value of AZ associated with the intersection of the experimental limit with the unitarity curve 
in each figure. See text for further details. S 
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7.3.2 Direct Limits on ZZ7 Transition Moments 

Direct experimental limits on the ZZy anomalous couplings also place bounds on the transition 
moments of the 2 boson, since these quantities are related to each other in the static limit (photon 
energy, k -+ 0) by: 

1 k2 
dz, = -e--- h,z, 

1Mz jh+f; ( - 14”) 

QYg. = -&d-it ( 2hfo) (62) 

In the SM (at the tree level) all ZZy couplings vanish: hg = 0 for (i = 1 - 4), thus all SM 
transition moments also vanish, at the tree level. We define the following classical parameters for 
the 2 boson, in analogy with those for the W, and calculate their numerical values: 

d”zT = -$Gz = - 1.0820 f 0.0001 x 10m3 e - fm 

Qy; = et12 
x7$ = 1.4038 f 0.0002 x lo-‘* MeV-fm/T 

&,, = -& = -3.2437 III 0.0003 x 10-m MeV/T 

Q”z”, = eXi = 4.6828 f 0.0007 x 10m6 e - fm2 

xz= & = 2.1640 f 0.0002 x 10d3 fm 

We also define the following dimensionless classical quantities for the 2 boson: 

=SL ‘2, - dO 
ZT 

&?T 
QF s+ Q 

zT 

gzT =$ 

=QeZT &, - QyT = x/iii (2hfo) 

VW 

(67) 

tw 

Setting direct experimental limits on 62, and gz, as defined above is problematic because the 2 +y 
photon energy spectrum is continuous, and sharply peaked at the experimental cutoff in EG. The 
factor (k2/M$) in the definition of these transition moments is rather ill-defined, experimentally. 
Hence, we define the following variables for these two quantities: 

6;T = ‘z, [$i] = fi(k$ -hfi,) 

Y.!&’ - gz, [$I = v’+,Z, - h&) 
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Table 29 summarizes the limits on ZZy transition moments for the e f ,LL combined result. Figures 
28a - 28c show the 68% and 95% CL contours in the 62, - q’& plane (or equivalently, the g>, - 
q’& plane) for the combined e + p results, for AZ = 250, 500 and 750 GeV, respectively. The 
corresponding unitarity curves for the ZZy transition moments are also shown in each figure as 
dotted contours. 

In Figs. 29a - 29b the unitarity limits as a function of AZ for the 227 transition moments 
are shown. The region above the unitarity curves is excluded. Superimposed on these curves are 
the combined e + p experimental limits on the ZZy transition moments as a function of AZ. The 
region above the experimental curves is excluded. Here again, note that our experimental limits 
on the ZZy transition moments have significant dependence on the form factor scale AZ. In each 
of these figures, the value of AZ where the experimental curves cross the unitarity curve is the 
limit of experimental sensitivity to that particular transition moment and AZ-scale. Our e t p 
combined 95% CL limits on ZZy transition moments and form factor scale AZ, assuming only one 
such transition moment to be non-zero at a time, are: 

-14.1 < 6& < 14.1 for AzT = 320 GeV 

-123.4 < qFT -c 123.4 for AiYT = 300 GeV 

-14.1 < g;, < 14.1 for AliT = 320 GeV 

-123.4 < qk, < 123.4 for A? = 300 GeV 

For form factor scales 
A> 2 320 GeV 

qI& 
AZ 2 300 GeV 

g&. 
AZ 1 320 GeV 

‘“ZT 
AZ 2 300 GeV 

the unitarity limit is more stringent than our e + /A combined 95% CL limits on ZZy transition 
moments, assuming only one such coupling to be non-zero at a time. These form factor scales 
correspond to distance scale sensitivities Lz = &/AZ for probing possible internal structure of the 
2 boson of order: 

6&. 
L.T 5 6.2 x low4 fm = 0.28 AZ 

G.. 
LZ 5 6.6 x lob4 fm = 0.30 AZ 

giT 
LZ _< 6.2 x 10m4 fm = 0.28 AZ 

qk, 
LZ < 6.6 x 10T4 fm = 0.30 AZ 

The result obtained from limits on the 6>T transition moment is the same as that obtained from 
limits on the h& anomalous coupling, due to the fact that the unitarity curve for the S>= transition 
moment is obtained for qz”, = 0, which requires h& = 0. The unitarity curve for 6>T is therefore 

z due entirely to non-zero h,,,. Similar comments apply for the limits on the g;T transition moment 
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and I& anomalous coupling, where q& = 0, which requires h& = 0. (see equations 69, 70, 
66 and 68). The unitarity curve for the qFT transition moment is obtained for 6>,. = 0, which 
requires h& = I~&. Therefore this unit,arity curve is due to non-zero h,, - z - h&, simultaneously 
involving both h& and hfo. Note that t,he nnitarity limit on ir,,e z for I& = 0 with A\z > 200 GcV is 
considerably more stringent than that for hsu z for hfo = 0 (see Figs 2ia - 27b). This is again due 
to the fact that the anomalous contributions to the Zy helicit,y amplitudes grow like (&/AJz)” for 
h&,, and (&/n/rz)” for h!&u. The unitarity constraint on non-zero h& = ir,$ is more stringent 
than that for IL& with hfo = 0. Similar comments apply for the limits on the qs, transition 
moment where gz, = 0, which requires h,, - zu. ’ - hZ Therefore this unitnrity curve is due to non-zero 
@u = I&, simultaneously involving both hfo and h&. 

Table 29: e +/I combined limits on ZZy transition moments. The fly, 68% and 95% CL limits on 
the ZZy transition moments S;T, q’&, g>, and q& are given for AZ = 250, 500, and 750 GeV. For 
each entry in the Table, all other ZZy transition moments are assumed to be at their SM values. 
For the fla limits, the first uncertainty is the overall statistical uncertainty (stat); the second 
is the overall systematic uncertainty (syst); the third uncertainty is the combined (stat + sglst) 
uncertainty. Entries in the table which exceed the unitarity limit are indicated with a 1. See text 
for further details. 

CP-Conserving Couplings CP-Violating Couplings 

GT = 0.0 'fg f 0.4 = 0.0 2;;:; g;T = 0.0 'g:; f 0.4 = 0.0 'g:; 
AZ = 250 GeV -22.9 < b;T < f22.7 (68% CL) -22.8 < g$, < t22.8 (68% CL) 

-32.8 < 6& < t32.6 (95% CL) -32.7 < g;, < t32.7 (95% CL) 

qz”, = o.O:;;!:; f 4.2 = 0.0:;;;:; qs, = 0.0’::;:: f 4.2 = 0.0’:;;:; 
AZ = 250 GeV -176.4 < qyT < +177.7 (68% CL) -176.6 < q;T < +176.6 (68% CL) 

-253.0 < q?$ < t254.4 (95% CL) -253.0 < qi, < t253.0 (95% CL) 

“5, = 0.0 ‘;I; f 0.1 = 0.0 t;:; g;, = 0.0 2;:; f 0.1 = 0.0 ‘;.; 
IIZ = 500 GeV -1.8 < 6>T < t1.8 (68% CL) -1.8 < g;T < i-1.8 (68% CL) 

-2.6 < h;T < -t-2.6 (95% CL) -2.6 < g;, < +2.6 (95% CL) 

’ qz”, = 0.0 ';;I; f 0.2 = 0.0 2;;:: q& = 0.0 ::::j f 0.2 = 0.0 z:::: 
AZ = 500 GeV -10.1 < qFT < +10.1t (68% CL) -10.1 < q$, < t10.1t (68% CL) 

-14.5 < qz”, < t14.41 (95% CL) -14.4 < q;, < +14.4t (95% CL) 

GT = 0.0 t;:; f 0.1 = 0.0 +0.7 
-0.7 gi, = 0.0 y+; f 0.1 = 0.0 t;:; 

AZ = 750 GeV -0.6 < "&CT < +0.6t (68% CL) -0.6 < ggT < +0.6t (68% CL) 
-0.8 < 6;. < +0.8t (95% CL) -0.8 <g;, < +0.8t (95% CL) 

qz”, = 0.0 ‘;I; f 0.1 = 0.0 ‘;I; q>, = 0.0 ‘;I; f 0.1 = 0.0 2;:; 
AZ = 750 GeV -2.9 < qzm, < +3.0t (68% CL) -2.9 < q;T < t2.9t (68% CL) 

-4.2 < qz”, < +4.2t (95% CL) -4.2 < q;, < t4.2t (95% CL) i 
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Figure 28: Contour limits on CP-conserving and CP-violating 2 boson transition moments. In 
Figs. (A)-(C), th e solid ellipses show the combined e + p 68% and 95% CL limits in the 6’& - q’&. 
(g&. - q&) plane for 227 anomalous couplings with AZ = 250, 500 and 750 GeV, respectively. 
The orientation of the contours relative to the axes is due to interference effects between these 
parameters in the overall invariant amplitude Mzr for the 2 + 7 process. All transition moments 
vanish at the tree level in the SM. The 227 unitarity limits for the relevant form factor scale AZ 
are indicated by dotted curves in Figs. (A)-(C), respectively. See text for further details. 
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Figure 29: Unitarity limits as a function of AZ for ZZy transition moments. (A) l&&j, Ig&l 
unitarity limits as a function of form factor scale AZ. (B) [q&l, /q&.1 unitarity limits as a function 
of form factor scale AZ. Only one 227 transition moment is assumed to be non-zero at a time. 
Also shown in each figure are the combined e + /J 68% and 95% CL limits (dotted and solid 
curves, respectively) on these transition moments as a function of AZ. The downward-pointing 
arrows indicate the value of AZ associated with the intersection of the experimental limits with the 
unitsrity curve in each figure. See text for further details. 
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7.3.3 Comparison with Existing Limits on ZZy/Zyy Anomalous Couplings 

Low-energy, indirect bounds on 227 and 277 anomalous couplings due to non-SM loop contribu- 
tions to the muon gP - 2 anomaly have also been considered [68]. Only 277 couplings are found 
to give a non-zero contribution. These bounds are again sensitive to the cutoff used to regulate 
divergences and are also dependent on the regularization scheme used in the loop calculation. 

The L3 Collaboration has recently obtained an experimental limit on the hf form factor from a 
measurement of the cross section for the process e+e- 4 Z” -+ vfiy [83]. From the absence of an 
excess of such events in the 2 resonance region from 11.2 pb-’ data, for ET > $Ebeam they obtain 
a limit on the h!j form factor (for h;zZ = 0) of: 

hf-(P2 = M;, q; < M;, q; = 0) < 1.6 (95% CL) (71) 

Translating this result into limits on the h& parameter, using equation (14) with a generalized form- 
factor power of n = 3, the L3 result is lhfo[ < 2.3, 1.8, 1.7 (95% CL), for AZ = 250, 500, 750 GeV, 
respectively. The L3 h3zo results are well within the lhfo/ unitarity limit for the assumed values of 
llz. Unitarity is violated for AZ > 840 GeV. 

The L3 2 -+ vD7 results are sensitive only to 227 anomalous couplings, and place no constraints 
on 277 anomalous couplings. The direct experimental limits on 277 anomalous couplings obtained 
by CDF are therefore unique in this regard. 

In principle, the experimental upper limit on the neutron EDM could also place significant 
constraints on e.g. P/T-violating 277 anomalous couplings. However, this is currently still an 
open issue as the necessary theoretical calculations have yet to be carried out. 

8 CONCLUSIONS 

We have measured the production cross section x decay branching ratio for W + 7 and 2 + 7 in 
the electron and muon channels using the inclusive W and 2 data samples from the CDF 1988-89 
Tevatron collider run, with 4.05 f 0.28 pb-’ (3.54 f 0.24 pb-‘) of electron (muon) data. For central 
photons with E$ > 5.0 GeV and ARey > 0.7, we observe 8 (5) electron (muon) Wy candidates 
and 2 (2) electron (muon) 27 candidates. From these events, we extract g. B(W7) and 0. B(Z7) 
for the electron, muon and e + p combined samples, and compare to Standard Model predictions: 

c * R(W7), = 20.6+;::; (stat t syst) pb 

c7 * R(W7), = 24.6+;;:; (stat + syst) pb 

fl’ R(W7),+, = 22.0:;;:; (stat + syst) pb 

(7 * R(W7)SM = 22.42 ;I; (stat + ayst) pb 

0 * B(Z7), = 7.0: 2:; (stat t syst) pb 

0. WY), = 15.8+;;:; (stat t syst) pb 

c * R( Z’Y)e+p = 9.9: $l (stat + ayst) pb 

0 - R(Z7)SM = 5.5: i:i (stat f ayst) pb 
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We have also obtained three new results on cross section ratios. When combined with t,he 
previous CDF measurements of the inclusive W/Z cross section ratio, they provide more stringent 
tests of the Standard Model and are also sensitive to anomalous couplings of the W and 2 bosons. 
For the combined e + p data samples, we find: 

R(W7IW),+, = Lo+;:;% (slat t syst) 

wz7m+, = 4.6+;:‘% (stat + syst) 

R(W7lZ7),+, = 2.2:;:; (stat -I- syst) 

wva+, = 10.0+:.; (stat $ syst) 

R(W7lW)SM = 1.07 f 0.02% 

R(Z7lZ)SM = 2.83 f 0.03% 

R(W7lZ7)SM = 4.05 f 0.07 

qwhf = 10.69 f 0.22 

We have also obtained direct limits on WW7, 227 and 277 anomalous couplings, providing 
constraints on possible internal (composite) structure for these particles. From the combined e t p 
result for W + 7, we obtain direct limits on P-conserving and P-violating WW7 anomalous 
couplings, assuming only one such coupling to deviate from its SM value at a time, of: 

An = 0.0:;:: (stat -t- syst) 

x = 0.0:;:; (stat + syst) 

k = 0.0:;:; (stat -I- syst) 

i = o.o:;:g (stat -I- syst) 

The 95% CL limits on these quantities are: 

-6.0 < AK < +6.4 

-2.4 < X < +2.3 

-6.2 < ii < t6.2 

-2.4 < x < t2.4 

These experimental results are essentially independent of the form factor scale for Aw above a few 
hundred GeV. 

For form factor (compositeness) scales of 

A”w” > 1.0 TeV - 

A& 2 1.2 TeV 

n?v 2 5.0 TeV 

A$, 2 1.2 TeV 
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the unitarity limit is more stringent than our e + p combined 95% CL limits on WWy anomalous 
couplings, assuming only one such coupling to be non-zero at a time. These form factor scales 
correspond to distance scale sensitivities for probing possible internal structure of the W boson of 
order: 

L@ 5 2.0 x 10e4 fm = 0.08 3~ 

Lb 5 1.6 x 10T4 fm = 0.07 xw 

L”, I 0.4 x low4 fm = 0.02 Xw 

L& 5 1.6 x 10m4 fm = 0.07 xw 

The WW7 anomalous couplings are related (in the static limit) to the W boson higher-order 
EM moments and mean-squared charge radius. We obtain direct limits on the 14’ boson higher- 
order electromagnetic moments, again assuming only one such moment to deviate from its SM 
value at a time, of: 

gw-2 = 0.0:;:: (stat t syst) 

qf$ - 1 = o.o+;::, (stat -t- syst) 

6W 

9% 

= o.ot;:; (stat -I- syst) 

= 0.0’;:; (stat 47 syst) 

rh - 1 = 0.0:;:; (stat -I- syst) 

The 95% CL limits on these quantities are: 

-3.7 < gw - 2 < $3.7 

-5.5 < qf& - 1 < f5.8 

-3.7 < 6w < t3.7 

-5.6 < q@ < t5.6 

-3.7 < T”w - 1 < t3.7 

We have also obtained direct limits on C’P-conserving and CP-violating 227 and 277 anoma- 
lous couplings for three different choices of form factor scale AZ = 250, 500, and 750 GeV for the 
electron, muon and e f /J combined data samples. Our experimental limits on 227 and 277 
anomalous couplings have significant dependence on the form factor scale AZ. Our e t p combined 
95% CL limits on 227 and 277 anomalous couplings and form factor (compositeness) scale AZ, 
assuming only one such coupling to be non-zero at a time, are: 

-6.3 < h&o < 6.3 for A, h,Z,,,o = 550 GeV 

-7.2 < h&,, < 7.2 for A, Go,20 = 320 GeV 

-5.8 < h&,,, < 5.8 for A!$‘,” = 600 GeV 

-4.3 -c h&2o < 4.3 for Ai’“*20 = 390 GeV 
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For form factor scales 
,~O,lO Z 2 550 GeV 

h z 
AZ 40,20 2 320 GeV 

600 GeV 

A; ’ lo 20 
2 390 GeV 

the unitarity limit is more stringent than our e-i-p combined 95% CL limits on ZZy/Zyy anomalous 
couplings. These form factor scales correspond to distance scale sensitivities for probing possible 
internal structure of the 2 boson of order: 

hZ 30,lO 
Lz 5 3.6 x 10e4 fm = 0.17 AZ 

Lz - 
Go,20 < 6.2 x 10e4 fm = 0.28 AZ 

hZ0 10 
Lz ’ I 3.3 x 10T4 fm = 0.15 Xz 

,;:0,20 5 5.1 x 10e4 fm =. 0.23 3.z 

In the static limit, our direct experimental limits on 227 anomalous couplings for A;5 = 
250, 500, and 750 GeV also place bounds on the 227 transition moments of the 2 boson. Our 
e + 1~ combined 95% CL limits on 227 transition moments and form factor scale AZ, assuming 
only one such transition moment to be non-zero at a time, are: 

-14.1 < “;T < 14.1 for A3 = 320 GeV 

-123.4 < qz”, -c 123.4 for AiFT = 300 GeV 

-14.1 < $$, < 14.1 for ABT = 320 GeV 

-123.4 < q!& < 123.4 for AzT = 300 GeV 

The experimental results presented in this paper are in good agreement with Standard Model 
predictions. We look forward to continuing this program with data from future Tevatron collider 
runs. 
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A THE W fy ANGULAR DISTRIBUTION 

The W t 7 production and decay kinematics in high-energy p-p collisions is very rich in structure. 
At large photon scattering angles, 8’ in the Wy center of mass, where 8” is defined as the angle 
between the photon and the incoming quark in the IV7 rest frame, the U- and i-channel diagrams 
interfere destructively with the s-channel diagram. This results in a radiation amplitude zero [84] 
in the W*‘y differential cross section rla/dcos8* at cos 0’ = r+. However, the radiation zero is 
expected to be at least partially filled in due to effects such as higher-order QCD corrections [85], 
the finite decay width of the W boson, background processes, event mis-reconstruction associated 
with the two-fold ambiguity of the longitudinal component of the neutrino momentum, structure 
function effects (e.g. &up -+ W+y sea-sea interactions) and possible non-gauge theory values of 
WW7 anomalous couplings [84]. For large-statistics samples, measurement of the depth of the dip 
in the differential cross section at cos 0’ = ~4 and the shape of the co&* distribution provides a 
sensitive measurement of the values of these anomalous parameters. 

Another method for observing the radiation zero, which does not require reconstruction of 
the Wy center-of-mass system and hence is not subject to smearing effects due to event mis- 
reconstruction is to study the photon-lepton pseudorapidity correlations in W*7 production [86]. 
The SM predicts a “valley” or a “channel” in the three-dimensional surface associated with the 
d2a/dqydqe* distribution (where pseudorapidity 9 = - ln(tan8/2), and 8 is the usual lab-frame 
polar angle), corresponding to a pronounced “dip” in the Aq+ = qT - qtf distribution at 

ATye* N 7 0.35 for W*7 production. The “channel” in the d2a/drl,dqtlt distribution and the 
corresponding “dip” in the AT,+ distribution are remnants of the SM radiation amplitude zero 
in the cosB* angular distribution and as such are also potentially sensitive to WW7 anomalous 
couplings. 

The use of these distributions for setting limits on WW7 anomalous couplings is not yet feasible 
with the small-statistics Wy data samples presently available. However, the measurement of the W7 
production cross section x decay branching ratio, or equivalently the integral number of isolated 
photons above a minimum photon Es cut and a lepton-photon angular separation cut is also 
sensitive to WW7 anomalous couplings, and is the underlying method used in this analysis. 

As more integrated luminosity is acquired in the future, with large-statistics W i-7 data samples 
it will become possible to study the detailed shapes of the photon ET distribution, the photon-lepton 
angular separation distribution AR+, the photon-lepton pseudorapidity correlation 7-r vs. qe+, and 
the cluster transverse mass distribution, jPfr&r (- 6). Th ese k inematic distributions all contain 
information on the W + 7 process which are sensitive to the destructive interference present in the 
SM production of W + 7, and which are also sensitive to possible WW7 anomalous couplings. The 
most stringent experimental limits on such couplings will be obtained by simultaneous use of all 
relevant kinematic information. 
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B METHODOLOGY FOR THE DETERMINATION OF 
0. B(W +$ AND a-B(Z +$ IN THE ELECTRON 
AND MUON CHANNELS 

The W + 7 and 2 t 7 cross sections x branching ratios are generically given by: 

(T * B(Ve t 7) = 
Jv9i,(ve t 7) J%s(& + 7) - En/b&/e t -/) 

J Ledt * (Aby * c$?) = J Cedt . (Af,, * ~6~) 
(72) 

or, conversely the number of W f 7 and 2 + 7 signal events is generically given by: 

J%i,(h t Y) = J%l,((v t 7) - CJ%kg(h f 7) = CT . B(Ve -+ 7) . / Cedt - (A:, . (e,) v-3) 

where V = W or 2; n/,;,(Ve + 7) = n/,b,(Vp + 7) - C,b$,,(Ve + 7) is the number of signal Wy 
or 27 events in a particular leptonic decay channel (e = e or p); N&(Ve + 7) is the number of 
observed IV7 or 27 events in a particular decay channel; CM&,(Ve+7) is the number of (summed) 
background events expected in each of the data samples. The integrated luminosity factor is J Cedt. 
The product term A;7 4 e$y> ( is the overall acceptance x efficiency factor for selecting Wy and 
27 events, and is a product of a number of acceptances x efficiency factors. The explicit forms 
of the product term ( Ab7 * E:J f or each of the electron/muon Wy/Zy decay channels are given 
below. 
For W’y in the electron channel: 

A”w, . ‘“WY = ~rvx * Ahs * (A”w . Te * Cents) * <f$ce, * A$,,, * Cent 1 (74) 

For IV7 in the muon channel: 

A$, - ~~~ = czvz . A”M$ e (A; - 7”‘ - cEentT - &os) . (f&,, . A$,,, - czern) (75) 

For 27 in the electron channel: 

A’& + c;-, = 
1 

- . czvr . Abz . 
f 

A; . Te . czentrr 
DY 

( > 

x 
[{ ( 

ficc . 2fZentL - Te ' Cents >> * (.fiL ' Ar,",~ ' EZem) 

+ (f&p . $luJ * (f.& . "'zp . ce,> 

+ (f&f * feJwd> * (f& * A& * cem )I 
1 = 

f6Y 
* ~tvs . A”MZ . 

( 
Te - cEentT 

> 

X 
[I ( 

A&c - Wentt - T” - CentT >) (f 
Ye 

. ZCC 
. A- 

zcc * &n > 

+ (‘Gc, * fiu,) * (f&J . Al& * CmJ 

+ (Gc, ’ &t) . (I-& * A& . Gn )I (76) 
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For 27 in the muon channel: 

A;, . d& = -!- f” . ~.zvx 4 * TP * cdT * $cos 
DY 

> 

X 
[{ 

f$cc ,. (2 - T'") * (2CentL, - C‘mtT)} * (f%, . A$& . czern) 

f ( f.kE * cnt~, ) . (f& .A'z",E . cm )I 1 = f” . E,,, . AhZ . Tp . cgenlT . &mos 
DY 

( > 

x f%,, 
I 

’ c2 - “1 a (2CentL1 - C.mtT)} * (fg, * AY,“,, . E&,,) 

f (A;,, * CentL2) * (fz, * A$f.“,z . czem. )I (77) 
The factor ervr is the efficiency of the /z,~~/ < 60 cm cut, common to all four data samples. For 

t = e or p 27 events, f hy (< 1) is a small correction factor which explicitly takes into account the 
removal of the Drell-Yan DY f 7 contribution to events in the 2 + 7 data within the 2 + e+P 
mass window, and also corrects for the loss of 2 + 7 events outside the 2 -+ 4!+4? mass window. 

The factor Aha is the acceptance of the transverse mass M$ > 40 GeV/c’ cut for Wy events 

passing all other cuts; ALz is the acceptance of the 2 mass-window cut for 27 events passing all 
other cuts. 

The acceptance factor Af& = A”, ET - Abfid cem * A$ BT is the overall kinematic x geometrical 
acceptance for W --+ e Pe in electron Wy events, where Aew ET is the kinematical acceptance for 
central fiducial electrons passing the E$ > 20 GeV cut, Aewfid cem is the geometrical acceptance 
for fiducial central electrons and A$ BT is the kinematic acceptance for the fly > 20 GeV cut. 

Similarly, AL = Af”, pT . Akfid emu. A$ BT is the overall kinematic x geometrical acceptance 
for W + p VP in muon W7 events, where Apw pT is the kinematical acceptance for central fiducial 
muons passing the PT > 20 GeV cut, AhWfid emu is the geometrical acceptance for fiducial central 

muons and A$ BT is the kinematic acceptance for the +?$ > 20 GeV cut. 
The overall kinematic x geometrical acceptance factor for electron 2 decays is 115 = A$-,, t 

Ae,,, + 4kj’ where the factors A’&,, A”,,, and A& are the overall kinematical x geometrical 
acceptances for the topological classes of central-central, central-plug and central-forward fiducial- 
fiducial dielectrons from 2 decay, respectively. The overall kinematic x geometrical acceptance 
factors for the three topological classes are products of individual kinematic x geometrical accep- 
tance factors: 

A”Zu: = A?c ET ’ A?c fid ten A?r ET * Azz fid) (78) 
where cx = cc, cp or cf, and Ae,‘, ET is the kinematic acceptance for the commonly-selected 
“tight” electron passing the E+ > 20 GeV cut and Azc fid cem is the geometrical fiducial acceptance 
associated with the central EM calorimeter. The factor A’,2, ET is the kinematic acceptance for 
the “loose” electron passing the E$ > 10 GeV cut and AeZZ,, fid is the geometrical acceptance 
associated with the fiducial acceptance of the central, plug or forward EM calorimeters, for z = c, p, 
or f, respectively. The corresponding acceptance fractions f& , f.& and f2cr are given by 
f” ZCC = AeZ,,lAeZ> f.%p = AeZcp14 and f&f = A& /A2, respectively. 
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The overall kinematic x geometrical acceptance factor for muon 2 decays is A’“, = As,, + 
A;,,-, where the factors A$,,, Azcc are the overall kinematical x geometrical acceptances for the 
topological classes of central-central fiducial-fiducial and fiducial-nonfiducial dimuons from Z decay, 
respectively. The overall kinematic x geometrical accepta.nce factors for the two topological classes 
are products of individual kinematic x geometrical acceptance factors: 

A;,, = A’“,‘, PT . A:c /id cm,) ’ (“2 PT . A% lid) 

where cz = cc or CC, and Apt p is the kinematic acceptance for the commonly-selected “tight” 
muon passing the P$ > 20 Ge$/c cut and AFc fid emu is the geometrical fiducial acceptance 
associated with the central muon system. The factor /l”z’, pT is the kinematic acceptance for 
the “loose” muon passing the PG > 20 GeV/c cut and Al”,?, fid is the geometrical acceptance 
for either the fiducial acceptance (z = c), or the allowed non-fiducial acceptance (x = C). The 
corresponding acceptance fractions f;cc and fgcc are given by f& = A&,/A; and fgcE = 
A!&/A”, , respectively. 

The overall W/Z lepton trigger efficiency for the common “tight” central lepton selection is 
T’ = & - & . t&, where the &, i = 1 - 3 are the individual level-l - level-3 lepton (1 = e or 11) 
trigger efficiencies, respectively. 

The overall “tight” central fiducial electron selection efficiency, common for both W and 2 
boson decay is given by: 

EEentT = 6;;: - ccem 
(Had/EM)T * Eyt;ip ’ ‘i%:r * ‘~~P)T ’ ‘t”:? ’ EChe: * ‘%,” (80) 

where the individual efficiencies for the common central electron selection are the isolation I < 0.1 
cut CCem ’ tSO ; the “tight” Had/EM cut, ~7~:~~~~)~; the CES strip x2 < 20 cut, ccyn ; the Lshr < 0.2 

Xstrip 

cut, cTs7r; * the “tight” E/P < 1.5 cut, ct&TPIT, CTC electron track reconstruction, c$r and the 
CTC-CES AZ < 3.0 cm and AT - 4 < 1.5 cm track match cuts, ELF and ELF, respectively. 

The overall “loose” central electron selection efficiency for 2 boson decay is given by 

EEerctL = 6,” ’ Egd/EM)L . Eik!P)L (81) 

where the individual common central electron selection efficiencies are the isolation I < 0.1 cut, 
cfzr; the “loose” had/EM cut, Fern (HadlEWL and the “loose” E/P < 2.0 cut, EibTp)L. 

The overall plug electron selectron efficiency for 2 boson decay is given by 

$dug = c?em t*o . cpem . pm . pm 
(Had/EM) x;,3 U~PC (82) 

where the individual common plug electron selection efficiencies are the isolation I < 0.1 cut, 
$.fm; the Had/EM cut, cFh’d,EM); the pad x& < 20 cut, czys and the VTPC hit fraction > 0.5 

cut, c;;‘pm 
The overall forward electron selection efficiency for 2 boson decay is given by 

$wd = E!stm * $:d,EM) (83) 

where the individual common forward electron selection efficiencies are the isolation I < 0.1 cut, 

‘is0 fem and the “loose” Had/EM cut, E{&T~,~~)~. 
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The overall “tight” central fiducial muon selection efficiency, common for bot,h W and 2 boson 
decay is given by: 

EP 
centT 

= pu . Ec”u emu 
tScJ m, ’ Cstnb 

emu 
’ f;,mkv. . 6Az (84) 

where the individual efficiencies for the common central muon selection are the isolation I < 0.1 
cut, cgy; the minimum ionizing cut, E&T“; the CMU stub-finding efficiency, czz; the CTC re- 
tracking efficiency for the PJ > 20 GeV/c cut, $z” and the CTC-CMU Ar - 4 < 1.5 cm track-stub 
matching cut, ~“a”,“. 

The overall “loose” central fiducial and non-fiducial muon selection efficiencies for 2 boson 
decay are respectively given by: 

EgentL 1 = gy * c;yunU;: * E;y 

8 = E emu 
centLZ mi . E$y 

(85) 

The factors f~&,~ cos account for a small over-efficiency in the removal of cosmic ray background 
from the Wy and Zy data samples, respectively. 

For central photons in e = e or ~1 W7 events, the factor p$,,,,, is defined as the fraction of all 
photons that are central (1~~1 < l.l), which are produced in Wy events where the W decay leptons 
pass the W selection requirements and the photon has alrgady satisfied the E;! > 5.0 GeV and 
AR!, > 0.7 requirements. The photon acceptance factor is 

We are measuring only that portion of the (total) production cross section x branching ratio, 
d . B( W + 7) associated with photons above E; > 5.0 GeV and lepton-photon angular separation 
AR!, > 0.7. Therefore, the photon acceptance factor A$,,, is defined such that the kinematic 
acceptance factor, A$ E7 = 1.0 since by our definition of the u . B(W + 7) cross section all 

T 

central photons with W bosons must intrinsically pass the EG > 5.0 GeV requirement. The factor 
A 7t W,id cem is the geometrical acceptance for photons which are in the central region (/77-/l < 1.1) 
for Wy events with W decay leptons passing the W selection requirements and central photons 
already satisfying the E;! > 5.0 GeV and AR!+, > 0.7 requirements and passing the CEM fiducial 
requirements. Similarly, the lepton-photon angular separation acceptance factor for central photons 

is A; A&, = 1.0 since by our definition of the 0 . B( W + 7) cross section all photons must also 

intrinsically pass the ARe, > 0.7 angular separation requirement. The product pdcern . A’Gc,, is 
therefore the acceptance factor for central fiducial photons from .! = e or p Wy events that have 
already satisfied the W selection and EG > 5.0 GeV and ARe, > 0.7 requirements. 

For central photons in electron 27 events, the factors &, fg&, and fi’cr are defined as the 
fraction of aJ photons that are central (IqYJ < l.l), which are produced in electron 27 events where 
the 2 decay electrons pass the 2 selection requirements for each class of central-central, central-plug 
and central-forward fiducial-fiducial 2 bosons, respectively, and the photon has already satisfied 
the Ez > 5.0 GeV and AR,, > 0.7 requirements. For central photons in muon 27 events, the 
factors fs& and fx,- are similarly defined as the fraction of all photons that are centra.1 (/+,I < l.l), 
which are produced in muon 27 events where the 2 decay muons pass the 2 selection requirements 
for both classes of central-central fiducial-fiducial and fiducial-nonfiducial 2 bosons, respectively, 
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and the photon has already satisfied the EG > 5.0 GeV and AR,, > 0.7 requirements. For electron 
27, the factors Agcc, Agccp and Azcf represent the individual overall acceptances associated with 
central photons passing all photon cuts in electron 27 events for central-central, central-plug and 
central-forward fiducial-fiducial dielectrons from 2 decay, respectively. For muon Zy, the factors 

AY,‘Z, and A& represent the individual overall acceptances associated with central photons pa,ssing 
all photon cuts in muon 27 events for central-central, fiducial-fiducial and fidncial-nonfiducial 
dimuons from 2 decay, respectively. 

Each of the individual central photon acceptance terms is in turn a product of individual central 
photon acceptances: 

Arc zcz = A~cz ET ’ A>cx fid cem ’ ‘;a A&, 

= “’ ’ Akz /id cem *"' = A~cz fid cem @8) 

where e = e or II, and cz = cc, cp, or cf for electron 27 a.nd cz = cc, or CC for muon 27. We are 
measuring only that portion of the (total) production cross section x branching ratio, c. B(Z + 7) 
associated with photons above Es > 5.0 GeV and lepton-photon angular separation AR!7 > 
0.7. Therefore, the photon acceptance factor Agm is such that the kinematic acceptance factor 
AY’ Zw E; = 1.0 since by our definition of the cr.B(Z+7) cross section, all central photons associated 

with cz 2 bosons must intrinsically pass the Es > 5.0 GeV requirement. The factor AY,‘, fid ten, is 
the geometrical acceptance for photons which are in the central (1~71 < 1.1) region associated with 
KC 2 bosons from 27 events with 2 decay leptons passing the 2 selection requirements and central 
photons already satisfying the Es > 5.0 GeV and ARey > 0.7 requirements, that pass the CEM 
fiducial requirements. Similarly, the lepton-photon angular separation acceptance factor for central 
photons associated with cx Z bosons is Azcz ARt, = 1.0 since by our definition of c . B( 2 + 7), 
all photons must also intrinsically pass the AR (7 > 0.7 angular separation requirement, which is 
applied to both of the 2 decay leptons. The product fpcz . A’& is therefore the acceptance factor 
for central fiducial photons associated with ! = e or p cx 27 events that have already satisfied the 
Z selection and Es > 5.0 GeV and AReT > 0.7 requirements. 

The central fiducial photon selection efficiency, common to all four Wy and 27 data sets, is 
given by 

67 cem = Ei!iT4 ’ &‘T4 * ‘?&I’ a %zd,EM ’ E~,hr ’ +tp+X~,r - ‘xc, 2nd CES . P& s;:“r (89) 

where the individual terms are the central fiducial photon efficiencies for passing the calorimeter 
isolation ET4 < 2.0 GeV cut, followed in sequence by the tracking isolation CPT4 < 2.0 GeV cut, 
the N3D = 0 cut, the Had/EM cut, the Lshr < 0.5 cut, the CES X~trip < 20 and X~ire cuts and the 
no 2nd CES strip or wire clusters with E$!,z > 1 GeV cut. The factor P& is the photon survival 
probability for a photon to traverse the material of the inner central detector without converting 
to an e+e- pair. The factor Si>.& is a small correction to account for differences in EM shower 
development for electrons vs. photons, since electron test beam data was used to determine some 
of the individual photon efficiencies. 

The numerical values associated with the overall acceptance x efficiency product terms for 
each of the electron/muon W7/27 decay channels are summarized in Table 6 in the main text. 
The individual electron and muon efficiencies for the W7 and 27 data samples are summarized in 
Tables 30 and 31. The overall electron and muon efficiencies for the W7 and 27 data samples are 
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summarized in Tables 32 and 33. The kinematic x geometrical acceptance factors for the W and 2 
bosons and for photons associated with Standard Model Wy and 27 processes in the electron and 
muon channels as determined using the Baur W7/27 and “fast” MC detector simulation programs, 
for the “nominal” set of HMRS-B structure functions are summarized in Table 34. The photon 
acceptance fractions ,f’n and acceptance factors AT’ associated with cr * B(Vp + 7)cuts for Wy and 
27 are summarized in Tables 35 and 36, respectively. 

Table 30: Individual Electron Efficiencies for Wy and 27 Data Samples. The statistical uncertainty 
associated with each quantity is given. 

fi5Y 
~zvx 
pm t.90 
‘TH:d/EM)T 

ErH:d/EM)L 
Ecem 

2 
X3trtp 

Ecem 
Lshr 

fpiP)T 

$IiiiP,, 

~~~~ 

c”a”,” 

gf- 

$&id,EM) 

x2 3 
cPBh 

* 
1.90 

Efem 
(Had/EM) 

% 

e2 

653 

l- 
98.5 f 0.5% 
95.4 f- 0.1% 
96.0 f 1.0% 
99.0 f 1.0% 
99.0 f 1.0% 
97.0 f 1.0% 

97.0 f 1.0% 
93.0 f 1.0% 
97.0 f 1.0% 
loo.o+;f% 
97.0 f i.o% 
98.0 f 1.0% 
96.0 f 1.0% 
99.0 f 1.0% 
94.0 f 1.0% 

93.0 f 2.0% 
91.0 f 1.0% 

lOO.O-,., +o.oyo 

99.3 f 0.3% 
98.0 f 0.4% 
lOO.O-0.1 +o.oyo 

70 -c MT < 110 GeV/cL - 
I.wl < 60 cm 

Isolation I < 0.1 Cut 
Tight Had/EM Cut 
Loose Had/EM Cut 

XL, < 15.0 cut 

LJhr < 0.2 cut 
Tight E/P < 1.5 Cut 
Loose E/P < 2.0 Cut 

CTC Track Reconstruction 
Ax < 1.5 cm Matching Cut 
AZ < 3.0 cm Matching Cut 

Isolation I < 0.1 Cut 
Had/EM Cut 
x;x3 < 20 cut 

VTPC hit fraction > 0.5 Cut 
Isolation I < 0.1 Cut 

Had/EM Cut 
Level-l Central Electron Trigger 
Level-2 Central Electron Trigger 
Level-3 Central Electron Trigger 
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Table 31: Individual Muon Efficiencies for Wy and Zy Data Samples. The statistical uncertainty 
associated with each quantity is given. 

f” DY 1 97.0 f 0.2% 1 65 < MS’” < 115 GeV/c2 
~zvx 95.4 f 0.1% lwxl < 60 cm 
c? 98.0 f 1.0% Muon Isolation Cut (AA? = 0.4) 

. I”_ 

ES 99.7 f 0.2% Cosmic Ra,y Filter 

4tI 93.4 f 0.4% Level-l Central Muon Trigger 

c2 97 2 + *.5Y Level-2 Central Muon Trigger 
EE3 loo.or~~%” Level-3 Central Muon Trigger 

J C, - dt 4.05 f 0.28 Int v egrated Luminositv (pb-‘1 ” I 
T” 97.3 f 0.5% Central Fiducial Electron-Trigger 
e 

ccentr 84.0 f 3.0% “Tight” Central Fiducial Electron 

Table 32: Overall Electron Efficiencies for Wy and Zy Data Samples. The statistical uncertainty 
associated with each quantity is given. 

CentL 93.0 f 3.0% “Loose” Central Fiducial Electron 

qklg 90.0 f 3.0% Plug Fiducial Electron 

%rd 91.0 f 3.0% Forward Fiducial Electron 

Table 33: Overall Muon Efficiencies for Wy and 27 Data Samples. The statistical uncertainty 
associated with each quantity is given. 

J- C, . dt 3.54 f 0.24 Integrated Luminosity (pb-‘) 
TP 91.0 f 2.0% Central Fiducial Muon Trigger 
cp CentT 90.4 f 3.8% “Tight” Central Fiducial Muon 
cp C.MLl 96.0 f 3.5% “Loose” Central Fiducial Muon 
EP CCdL, 97.4 f 1.1% “Loose” Central Non-Fiducial Muon 
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Table 34: W and 2 Acceptances for e and CL g . B(W/Z + 7)cuts. The statistical uncertainty 
associated with each quantity is given. 

Table 35: Photon Fractions and Acceptances for e and ,u aJ3(Wfy),,t,. The statistical uncertainty 
associated with each quantity is given. 

Table 36: Photon Fractions and Acceptances fore and p ~.B(Z+y)cuts. The statistical uncertainty 
associated with each quantity is given. 
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C METHODOLOGY FOR THE DETERMINATION OF 
0 - qT/e + Y)cuts FROM MONTE CARLO 0. B(V! + $gen 

The Monte Carlo W7/27 production cross sections x decay branching ratios passing all photon 
cuts, a * qvt t 7)cuts are determined from the cross section output from the Baur Wy/Zy Monte 
Carlo event generators, (I. B(Ve + 7)se,z by using the fact that: 

N vc-h = fl * qv! t 7)cuts -/&dt - (“& &) (90) 

However: 
N vt+-f = a*B(b t 7)gen ./cc+. (A;, &) (91) 

The product factor (A~;E:~) is given by equations (74) - (77). Th e overall kinematic/geometrical 
acceptance factor x efficiency for Ve -I- 7 events (V = W or 2, ! = e or p) for the generated Vt + 7 
events to pass the E;! > 5.0 GeV and ARp7 > 0.7 cuts is (A;, . ~6~). Thus the (A$, . cby) are the 
same as equations (74) - (77) except that all of the individual acceptance terms A; are replaced 
by A:. We thus obtain the general relation: 

d ’ B(& t 7)cuts = u ’ B(h + 7>gen ’ 
A$-, . cf,, 

1 1 
Ae * 8 vr v-f 

(92) 

The predicted number of electron W + 7 events can then be obtained by use of either equation (90) 
or equation (91). 

In Table 34 we summarize the Standard Model kinematic x geometrical acceptance factors 
associated with Q . B(Ve + 7& for the W and 2 bosons from the Wy and 27 processes in 
the electron and muon channels, as determined using the Baur Wy/Zy and “fast” MC detector 
simulation programs, for the “nominal” set of HMRS-B structure functions. The photon acceptance 
fractions f “c and acceptance factors AYt associated with g m B(Vf + 7)cutJ for Wy and 27 are 
summarized in Tables -35 and 36, respectively. Table 37 summarizes the kinematic x geometrical 
acceptance factors with (T. B(Vt + 7),+?,, for the e and p channel W and 2 bosons from the Wy and 
27 processes. The photon acceptance fractions f’rt and acceptance factors A’rr associated with 
JJ * B(Vc t 7)gen are summarized in Tables 38 and 39, for Wy and 27, respectively. 
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Table 37: W and 2 Acceptances for e md p (T . B(W/Z + ?)gen. The statistical uncertainty 
associated with each quantity is given. 

Table 38: Photon Fractions and Acceptances for e and ,LL a.B(W+r),,,. The statistical uncertainty 
associated with each quantity is given. 

Table 39: Photon Fractions and Acceptances for e and ,u a.B(Z+y),,,. The statistical uncertainty 
associated with each quantity is given. 

27 Electron Muon 
f’ .zc 71.9 f 0.2% 75.0 f 0.3% 
f z$ or fcp 52.3 f 0.2% 72.0 f 0.3% 

‘rt f f 
A5Zc 

40.2 f: 0.2% - 
19.1 f 0.2% 18.9 f 0.3% 

A !& or Azp 20.1 f 0.2% 19.3 f 0.2% 
A “rt Zcf 13.3 f 0.6% - 
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D TESTS OF THE QCD JET MISIDENTIFICATION 
PROBABILITY DISTRIBUTION 

In order to determine the level of background from QCD W/Z+Jet in W/Z + y data samples, 
we have used a non-signal control sample of Jet-20 data to obtain the QCD jet misidentification 
probability distribution P~~~~~,$Sam”‘r (ET). A total of 20 Jet-20 events passed all photon cuts 
used for selecting the electron/muon kVy/Zy data samples. A total of 11726 non-leading central 
jets passed our jet selection cuts. Due to the limited statistics in the numerator, this probability 
distribution calculated with a finite number of discrete bins in ET, and then bin-by-bin multiplied 
by the number of central jets in each of the four data samples. This method of determining the 
amount of QCD jet background in each data sample therefore tacitly assumes that the QCD jet 
misidentification probability distributions are the same in both the non-signal control sample and 
the signal data samples: 

pControl Sample 
.Jet-+“y” (E7’) = PJyf:y~~ (ET) (93) 

The validity of this relation can be tested by explicitly comparing the QCD jet misidentification 
probability distribution obtained from the Jet-20 data sample with that obtained from the combined 
e + ,u inclusive W data samples, where for the latter, we assume the Wy signal to be that of the 
Standard Model prediction, and subtract it out from the numerator of the combined e + p W 
data samples’ QCD jet misidentification probability distribution, such that for the i’” ET-bin, this 
relation becomes: 

1 

ANFid CEM 520 AN,F’d GEM v, 

AJVt~Ext7a Jet 520 = 
I 7 Bkgnd (94) 1 I [ 

A,.,fExtra Jet v, t 1 
These results are summarized in Table 40. The available statistics are limited for each case, even 
after combining the e + p inclusive W data samples. The Jet-20 (combined e + 11 inclusive W) 
data sample has 20 (13) events passing all cuts, respectively. A SM signal of 7.0 f 0.6 events is 
expected for the combined e + p rY7 data. Despite the limited statistics, the agreement between 
the two probability distributions is reasonably good. If a non-SM Wy signal, as allowed by our 
experimental 95% CL limits on WW7 anomalous couplings and within the ET range 5 < ET < 
15 GeV is subtracted instead of the SM signal, the fractional change in the combined e + /I QCD 
jet misidentification probability distribution over this ET range is N f25%, well within statistical 
uncertainties. (See Section 7, especially Table 19 and Fig. 17.) 

We have also carried out this same comparison, but relaxing the photon selection criteria to 
simply require isolated EM clusters in the Jet-20 and combined e + ~1 data samples, using only the 
calorimeter isolation and tracking isolation cuts, ET4 < 2 GeV and CPT4 < 2 GeV. In the Jet-20 
(combined e $ ~1) data sample, 64 (30) isolated “loose” EM clusters are found, respectively. We 
expect a combined e-l-p SM signal passing these cuts of 8.8j~O.8 events. Thus, any inaccuracy in the 
signal subtraction is diluted by approximately a factor of N 3 x, relative to the previous comparison 
with the full photon cuts applied. The results of the comparison using relaxed photon selection 
cuts are shown in Table 41. Again, the agreement between the two probability distributions is 
reasonably good. 
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Table 40: QCD Jet Misidentification Probability - All Photon Cuts. The statistical uncertainty 
associated with each quantity is given. See text for further details. 

ET Range (GeV) p2: -y ~ ‘4 b? pwet, 
Jet+.“-y” 

5- 6 0.49 f 0.15% 0.41 f 0.29% 
6- 8 0.17 f 0.07% 0.15 f 0.21% 
8-11 0.07 f 0.05% -0.10 f 0.16% 

11 - 15 0.06 f 0.06% 0.58 f 0.53% 
> 15 0.00 + ;.g % 0.09 f 0.21% 
> 5 0.17 f 0104% 0.19 f 0.11% 

Table 41: QCD Jet Misidentification Probability - “Loose” Photon Cuts. The statistical uncer- 
tainty associated with each quantity is given. See text for further details. 

ET Range (GeV) w,2p y 4“ (1 pwet, 
Jet-b “y” 

5- 6 1.35 f 0.27% 0.97 f 0.53% 
6- 8 0.76 f 0.16% 0.97 f 0.48% 
8- 11 0.18 f 0.10% 0.19 f 0.40% 

11 - 15 0.17 f 0.13% 1.04 f 0.87% 
> 15 0.00 + ;(g % 0.07 f 0.21% 
> 5 0.55 ; 0107% 0.67 f 0.13% 
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E DETERMINATION OF ADDITIONAL BACKGROUNDS 
IN THE W + y AND 2 + y DATA SAMPLES 

E.l 2 + 7 and Z+Jet Backgrounds in the W + y Data Samples 

The misidentified 2 + 7 background in the W + 7 data sample is given by: 

N ZW-/ = u . R(ZW t &ts +edt- (&vy &v7) (95) 

where 0 . B(ZW + 7)CutS is the Baur 27 Monte Carlo predicted cross section, obtained from 
Qf B(Z t 7)gen for 27 MC events passing the Wy event selection cuts, for the f2 = e or p channels. 
For the Zy background in the electron Wy data sample: 

AeZWy . egWy = em, - Ah6 - ( ‘?TW * Te * Centr > ( . f;wcem * Ar,“,rx, * ‘i&m) 

For the 27 background in the muon Wy data sample: 

(96) 

A$w-, . &VT = +~ztm * ALg * (A$w . TCL * GntT . Cm) . <fzv,,, * A$w,,, . ~Zem) (97) 

where A&v = A’&, pT . Akwfid * A2w Br is the overall kinematic x geometrical acceptance 
for single central fiducial leptons associated with 27 events misidentified as Wy events for the 
e= e, p Wy data samples. The factor Aiw pT is the kinematical acceptance for either of the 
2 decay leptons to pass the common-selection “tight” central fiducial lepton ET (Py) > 20 GeV 
cut. The factor Aiwfid is the geometrical acceptance for one of the 2 decay leptons associated 
with 27 events misidentified as Wy events to be within the fiducial acceptance of the central EM 
calorimeter, for electrons, or the fiducial acceptance of the central muon system, for muons. The 
factor Azw BT is the kinematic acceptance for the unobserved lepton from 2 decay satisfying the 
+!ST > 20 GeV cut. 

For central photons in misidentified e = e or p 27 events, the factor fgwcem is defined as 
the fraction of all photons that are central (1~71 < l.l), which are produced in 27 events where 
the misidentified 2 decay leptons pass the W selection requirements and the photon has already 
satisfied the E$ > 5.0 GeV and AR!, > 0.7 requirements. The factor AFwce,,, = Agwfid CenL 
is the overall kinematic x geometrical acceptance for central fiducial photons associated with 27 
events misidentified as Wy events for the e = e, ~1 W7 data samples, since by our definition of the 
u . B( W + 7) and 0 . B(Z + 7) cross sections, all central photons with 2 bosons must intrinsically 
pass the E$ > 5.0 GeV and ARe7 > 0.7 angular separation requirements. 

The QCD jet background in the electron and muon 27 data samples is given by: 

NZQCD 
bk9 = U*B(Ze) . / Crdt . (A;.,. . ~$~u~.v) (98) 

The contribution from inclusive Z-l-Jet background in the electron and muon Wy data samples, 
where the 2 is misidentified as a W boson and a central jet is misidentified as a photon is given 
by: 

N ZWQcD bkg = 0. B(&) . / Gedt - (A&uln - ~;~u+~) (99) 

where cr . B(Ze) is the inclusive 2 production cross section x decay branching ratio for the e = e 
or p channel. 
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The inclusive Z-i-Jet background in the electron and muon Wy data samples is obtained from: 

,gw,‘, = NzCD. 
A’Zwcs:t . E&+,, 

Ap e 
z “7” y * EZ” IV 1 W) 

E.2 Tau Lepton QCD Jet Backgrounds in the W + y and + y Data Samples 

The tau decay contribution to the inclusive W+Jet background in the e%ctron and muon W + y 
data samples is given by: 

,jfb~cD = g. B(W[) * B(7- --+ e Pp VT) . J &dt . (A&,>. . E~T4.y’1) (101) 

The direct ! = e or /.L contributions to the inclusive WtJet background in the electron/muon 1Yy 
data samples are given by: 

NbzcD = g * B(W) -1 ,cpdt . (A&..~.. . &r”) ( 102) 

where (T + B(Wc) is the inclusive W production cross section x decay branching ratio for e = e or ,u. 
The tau W+Jet background in the electron and muon Wy da.ta samples can therefore be 

obtained from: 

N w&2D _ 

bkg 
Nw~“” . B( 

- bkg T-dvpv,). 

A&yrr - Ebb, u+,,+ 
A& a<+, - &, ,sr,t 1 ( 103) 
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